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Oz

Bu calismada Birlestirilmis Ulasim Ag Tasarimi (BUAT) probleminin ¢dziimii amaciyla
Diferansiyel Gelisim (DG) algoritmasi kullanilmistir. Temel olarak Genetik Algoritma
teknigine benzer caligma prensibine sahip olan DG algoritmasi, diger sezgisel
algoritmalara oranla yapisal olarak daha basit olmasina karsin optimum degerlere
ulasmada daha kararli bir yontemdir. Bu nedenle ¢alismada BUAT probleminin
¢oziimiinde DG algoritmasindan faydalanilmigtir. BUAT problemi, bag ekleme-¢ikarma
ve kapasite genisletme problemlerinin birlikte géz Oniine alinarak verilen biit¢e kisitlari
altinda ulasim agindaki toplam seyahat siiresinin en kiigiiklenmesi olarak tanimlanabilir.
Genellikle iki seviyeli programlama yaklasimi ile modellenen BUAT probleminin
konveks olmayan yapisindan dolay1 ¢oziimii olduk¢a zordur. Calismada ulagim agina
eklenecek ve kapasite genisletmeye aday baglar 0-1 ikili degisken sistemi kullanilarak
temsil edilmistir. Problemin ¢6ziimii i¢in iki seviyeli programlama yaklagimi altinda DG
algoritmast tabanli bir model gelistirilmistir. Ust seviyede belirlenen yatirim
stratejilerine bagh olarak Deterministik Trafik Atama (DTA) problemi Frank-Wolfe
algoritmas1 kullanilarak alt seviyede coziilmiistiir. Gelistirilen algoritma, literatiirde
ulagim ag tasarim problemlerinde oldukg¢a sik olarak kullanilan Sioux-Falls ulagim ag1
tizerinde test edilmis ve literatiirdeki sonuclar ile karsilastirilmistir. Elde edilen sonuglar
DG algoritmasinin BUAT probleminin ¢6ziimiinde olduk¢a basarilt oldugunu
gostermistir.
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Giris

Birlestirilmis Ulagim Ag Tasarim1 (BUAT) problemi genel olarak biitce kisitlari altinda
ulasim aginda yapilabilecek en uygun iyilestirmelerin belirlenmesi olarak
tanimlanabilir. BUAT problemi, Ayrik Ulasim Ag Tasarimi (AUAT) ve Siirekli Ulagim
Ag Tasarim1 (SUAT) problemlerinin birlikte gdz Oniine alinmasi ile ortaya ¢ikmustir.
Diger bir deyisle BUAT probleminde ulasim agma eklenmesi diisliniilen baglar ve
kapasite artirnmina aday baglarin belirlenmesi problemleri beraber ele alinmaktadir.
Yerel idareciler ve ulasim planlamacilarinin en sik karsilastigi problemlerin basinda
gelen BUAT problemi literatiirde ¢6ziimii zor ulastirma problemlerinin basinda
gelmektedir. S6z konusu problemde 6rnek olarak 10 adet farkli yatirim projesi i¢inden
en uygun stratejinin bulunmasi igin 2'° adet farkli ulasim agnin degerlendirilmesi ve



bunlarin iginden segilen ve amag¢ fonksiyonunu en kiiclikleyen yatirim projesinin
belirlenmesi gerekmektedir. Giiniimiizde ulasim aglarinda yapilacak yatirimlarin kisith
kaynaklar altinda daha etkin ve ekonomik olarak yapilabilmesi i¢in BUAT probleminin
etkin olarak ¢dziimiiniin gerekliligi agiktir. Literatiirde AUAT ve SUAT problemlerinin
ayr1 olarak degerlendirildigi birgok g¢alisma bulunmasina karsin BUAT probleminin
¢Oziimii i¢in yeterli ¢alisma bulunmamaktadir. Leblanc (1975) 6rnek bir ulasim aginda
verilen biitge kisit1 altinda en uygun bag kapasite genisletme stratejisinin belirlenmesini
amaglamistir. Problemin ¢6ziimii i¢in dal-sinir yaklagimi tabanli ¢6zliim yontemi
kullanilmis ve basarili sonuglara ulasilmistir. Abdulaal ve LeBlanc (1979) SUAT
probleminin ¢dziimii igin Hooke-Jeeves (HJ) algoritmasi tabanli ¢oziim yontemini orta
Olgekli bir ulasim agma uygulamislar ve basarili sonuglar almislardir. Poorzahedy ve
Turnquist (1982) BUAT probleminin ¢dziimii igin iki-seviyeli programlama modeli
gelistirmislerdir. Calismada yeni bag yatirnmi ve bag kapasite genisletmelerine bagl
olarak toplam seyahat siiresinin en kiigcliklenmesi amaglanmis ve dal-sinir yaklasimi
tabanli algoritma ile ¢6ziim gerceklestirilmistir. Marcotte (1983) SUAT probleminin
¢Ozimiinii toplam ag seyahat siiresinin en kiigliklenmesi olarak ele almis ve trafik atama
siireci degisken esitsizlik problemi olarak formiile edilmistir. Suwansirikul ve dig.
(1987) SUAT probleminin ¢oziimii igin yeni bir sezgisel metot Gnermistir. Sonuglar,
gelistirilen metodun HJ metoduna gore daha basarili oldugunu gostermistir. Friesz ve
dig. (1992) SUAT probleminin ¢oziimiinde Tavlama Benzetimi (TB) yontemini
kullanmiglardir. TB yontemi 3 farkli yontem ile karsilastirilmis ve Onerilen yontem
SUAT probleminin ¢éziimiinde oldukc¢a basarilt bulunmustur.

Benzer sekilde, Davis (1994) genellestirilmis egim distimii yontemi ve ardisik
quadratik programlama yontemlerini SUAT probleminin ¢6ziimiinde kullanmistir.
Meng ve dig. (2001) SUAT probleminin ¢6ziimiinde kullanilan iki seviyeli
programlama modelini tek seviyeye indirgeyerek problemin ¢oziimiine farkli bir
yaklasim getirmislerdir. Chiou (2005) SUAT probleminin ¢6ziimii i¢in 4 farkli yontem
kullanmig ve literatiirdeki ¢6ziim yontemleri ile karsilastirmistir. Poorzahedy ve
Abulghasemi (2005) BUAT probleminin ¢6ziimiinde Karinca Sistemi optimizasyon
yontemini kullanmislardir. Benzer sekilde Gao ve dig. (2005) AUAT problemini
dogrusal Otesi programlama problemine doniistiirmiislerdir. Bu sekilde problemin
¢ozlimill standart kisitlh optimizasyon yontemi ile gerceklestirilebilir hale gelmistir.
Sonuglar oOnerilen modelin AUAT probleminin ¢oziimiinde kullanilabilecegini
gostermis ancak gelistirilen yontemin ileri diizeyde sayisal analiz ve programlama
bilgisi gerektirmesinin dezavantaj oldugu degerlendirilmistir. Poorzahedy ve Rouhani
(2007) Karinca Sistemi tabanli 7 farkli hibrit algoritma kullanarak BUAT problemini
¢ozmiislerdir. Gelistirilen algoritmalar Sioux-Falls ag1 tizerinde kalibre edildikten sonra
gercek ulasim aginda test edilmistir. Sonug¢ olarak hibrit algoritmalarin Karinca
Sistemine oranla daha basarili oldugu bulunmustur. Ceylan ve Ceylan (2009) ulagim
aglarindaki optimum bag iyilestirme stratejilerinin belirlenmesi amaciyla Armoni
Arastirmast Teknigini (AAT) kullanmiglardir. Alt seviye probleminin ¢ézliimi igin
indirgenmis gradyen yontemi tabanli bir optimizasyon yontemi kullanilmistir. Sonuglar
AAT yonteminin ulagim aglarimin ayrik tasariminda kullanilabilecegini gostermistir.
Ceylan ve dig. (2009) sehirigi ulasim aglarinda trafik sinyal parametrelerinin
eniyilenmesi problemini Oyun Teorisi ¢ergevesinde ele almiglardir. Alt seviyede
Stokastik Kullanici Dengesi (SKD) yaklagimi altinda belirlenen denge bag trafik
hacimleri {ist seviyede girdi olarak kullanilmistir. Onerilen modelde trafik sinyal
parametrelerinin eniyilenmesi amaciyla Genetik Algoritma teknigi kullanilmistir.
Onerilen model gercek ulasim agma uygulanmis ve basarili sonuglar elde edilmistir.



Farvaresh ve Sepehri (2011) c¢alismalarinda AUAT problemini tek seviyeli karisik
tamsay1 dogrusal programlama olarak formiilize etmislerdir. Sayisal uygulamalar
onerilen metodun optimum sonuglara ulasmada basarili oldugunu gostermistir. Luathep
ve dig. (2011) BUAT probleminin ¢6ziimii i¢in yeni bir optimizasyon algoritmasi
onermislerdir. Calismada {ist seviyede bag kapasite genisletme ve bag ekleme
problemleri birlikte ele alinmis, alt seviye problemi ise Wardrop Kullanici Dengesi
(KD) prensibi goz oOniine alinarak ¢Oziilmistir. BUAT problemi karisik tamsayi
dogrusal programlama problemine doniistiiriilmiistiir. Sayisal uygulamalar Onerilen
metodun oldukc¢a basarili oldugunu gostermistir. Li ve dig. (2012) SUAT probleminin
¢Ozimil i¢in optimizasyon metodu Onermislerdir. Calismada SUAT problemi tek
seviyeden olusan konkav problemler dizisine doniistiiriilmiistiir. Sonuglar 6nerilen
metodun ozellikle biiyiik Olgekli ulagim aglarinda global optimumun bulunmasinda
oldukga etkili oldugunu gostermistir. Ceylan ve Ceylan (2013) AUAT probleminin
¢oziimiinde AAT metodunu kullanmiglar ve basarili sonuglar almislardir. Wang ve dig.
(2013) AUAT problemi icin iki farkli optimizasyon metodunun performanslarini
karsilastirmiglardir. Calismada AUAT problemi aday baglara eklenecek optimum serit
sayisint  belirlemek olarak tanimlanmis ve iki seviyeli programlama teknigi
kullanilmustir. Ust seviye problemi toplam seyahat siiresinin en kiiciiklenmesi olarak ele
alinmig, alt seviyede ise Wardrop KD trafik atama teknigi kullamlmistir. Onerilen iki
farkli optimizasyon metodunun performanslari 6rnek aglar iizerinde test edilmistir.
Bagkan (2013) SUAT probleminin ¢oziimiinde AAT teknigini kullanmig ve literatiirdeki
¢Oziim yontemleri ile karsilastirmistir. Sonuglar AAT’nin  SUAT probleminin
¢oziimiinde oldukca basarili oldugunu gostermistir. Dell’Orco ve dig. (2013) SUAT
problemini optimum trafik sinyal siirelerinin belirlenmesi olarak ele almis ve AAT
tekniginin performansi problemin ¢dziimiinde test edilmistir. Ust seviyede TRANSYT-
7F programi performans indeksinin belirlenmesi i¢in kullanilmis, alt seviyede SKD
prensibi ile trafik atama problemi c¢oziilmiistiir. Onerilen metot 6rnek ulasim a1
tizerinde test edilmis ve sonuglar AAT tekniginin problemin ¢éziimiinde olduk¢a etkili
oldugunu gostermistir.

Literatiirden goriilebilecegi gibi AUAT ve SUAT problemleri i¢in birgok ¢alisma
mevcut olmasma karsin BUAT probleminin ¢0ziimii icin az sayida calisma
bulunmaktadir. Ayrica literatiirde ulagim ag tasarim problemlerinin ¢oziimiinde sezgisel
metotlarin olduk¢a fazla kullanildigr gorilmektedir. Bu nedenle galismada BUAT
probleminin ¢dzlimii i¢in son yillarda karmasik miihendislik problemlerinin ¢oziimii
amaciyla oldukga sik olarak kullanilan Diferansiyel Gelisim (DG) algoritmasi
kullanilmistir. Gelistirilen model Sioux—Falls ulasim ag1 iizerinde test edilmis ve
literatlirdeki sonuglar ile karsilastirilmistir. Caligmanin ikinci boliimiinde problem
formiilasyonu, sonraki boliimde DG algoritmasinin ¢alisma prensibi ve BUAT
problemine uygulanma siireci, dordiincii boliimde sayisal uygulamalar ve son boliimde
sonuglar yer almaktadir.

Problem Formiilasyonu

BUAT problemi, belirli biitge kisit1 altinda ulasim agindaki en uygun bag ekleme-
cikarma ve bag kapasite genisletme stratejilerinin belirlenmesi olarak tanimlanmaktadir.
Diglimler (V) ve baglardan (A) olusan bir ulasim ag N(V,A) olarak temsil edilirse
BUAT problemi asagida verildigi gibi ifade edilebilmektedir.
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Burada; X; alt seviye probleminin ¢6ziimiinden elde edilen (i,j) bagindaki denge akimi,
tij(X; ) maliyet fonksiyonu, y yatirim vektorii, A yatirim yapilmasi planlanan baglar
kiimesi, y; =1/0aday (i) baginin yatinma dahil edilip edilmemesini temsil eden
parametre, A, ={(i,j)eA y; =1}yatim planlanan baglar icinde kabul edilen
projelerin kiimesi, M yatirima aday (i,j) bagmnin iyilestirme yada yapim maliyeti ve B
toplam yatirim biitgesi olarak verilmistir. Uygulanmasi disiiniilen herhangi bir yatirim

vektorii (y) icin Deterministik Trafik Atama (DTA) problemi asagidaki gibi ifade
edilebilir.

Min ) Xftij (w)dw 2)
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Burada; D, Baslangig-Varis (B-V) gifti r-s arasindaki seyahat talebi, f,°B-V cifti r-s
arasindaki K rotasindaki akim ve & bag-rota matrisinin eleman1 olup eger (i,j) bag1 k

rotast lizerinde ise 1 aksi durumda 0 degerini almaktadir. DTA problemi konveks bir
problem oldugu i¢in sayisal olarak bir¢ok farkli metotla c¢oziilebilmektedir. Bu
calismada denge bag akimlarinin bulunmasinda oldukga etkili olan ve literatiirde sikca
kullanilan Frank-Wolfe (FW) metodu kullanilmigtir (Frank ve Wolfe, 1956).

Diferansiyel Gelisim Algoritmasi

DG algoritmasi optimizasyon problemlerinin ¢6ziimii amaciyla Storn ve Price (1995)
tarafindan gelistirilen toplum tabanli sezgisel bir metottur. Yapisal olarak oldukca basit
olmasma ragmen karmasik problemlerin ¢6ziimiinde olduk¢a etkilidir. DG
algoritmasinda olusturulan baslangi¢ toplumu mutasyon, ¢aprazlama ve segim
operatorleri kullanilarak en iyi degerin elde edilmesi amaciyla iterasyonlar boyunca
iyilestirilir (Liu ve dig., 2010). Coziim siirecini kontrol etmek amaciyla ii¢ adet
parametre kullanilir. Bunlardan birincisi tiim toplum tabanli sezgisel metotlar da
kullanildigi gibi toplum biyiikliigiinii temsil eden NP parametresidir. Bu deger verilen
bir problem i¢in dikkate alinan ¢oziim vektorlerinin sayisin1 géstermektedir. Algoritma
icinde kullanilan bir diger kontrol parametresi F ile temsil edilen mutasyon faktoriidiir.



Bu parametre toplum iginden rastgele segilen ve birbirinden farkli 3 adet ¢6ziim
vektoriinden yeni bir vektor iiretilmesi amaciyla kullanilmaktadir. F parametresi igin
Storn ve Price (1995) tarafindan tavsiye edilen kullanim araligi [0.5-1]’dir. DG
algoritmasinda kullanilan son kontrol parametresi ise ¢aprazlama oranidir (CR). Bu
parametre mutasyon sonucu elde edilen vektoriin dikkate alinma orani olarak
kullanilmaktadir. CR parametresi i¢in [0.8-1] kullanim araligi tavsiye edilmektedir
(Storn ve Price, 1995). Bu ¢alismada sayisal uygulamalarda F ve CR parametreleri 0.8
olarak secilmistir. Sekil 1’de BUAT probleminin ¢6ziimiinde kullanilan DG
algoritmasinin akis semasi verilmistir.

ADIM 1: Parametrelerin girilmesi ——»  ADIM 4: Caprazlama, i=1

e DG parametreleri (F, CR)
o B-V talep matrisi

o Maliyet fonksiyonu parametreleri (ajj;,bj;) E
e Maksimum jenerasyon sayisi (MJS)

rastgele (0, 1) <CR
2

l \4
RE

ADIM 2: Baslangi¢ toplumunun olusturulmasi, g=1

NP*N biiyiikliigiindeki baslangi¢ matrisini 0-1 ikili
degiskenleri ile rastgele doldur

A 4

Her bir ¢6ziim vektori Y = |:yij :| icin Denklem (2)

yardimiyla denge bag akimlarini bul rd vektorii igin Denklem (2) yardimiyla denge bag
akimlarini bul ve Denklem (1) ile amag fonksiyonu
degerlerini hesapla

Denge bag akimlari ve yatirim projelerine bagh olarak ¢
Denklem (1) ile amag fonksiyonu degerlerini bul
ADIM 5: Se¢im
—> ADIM 3: Mutasyon, j=1 E H
> mh9 =y1’g +F(y2’g —ys’g) A4
yoh = o
=i+ I
ADIM 6: Durma
g=g+1

| En iyi yatirim projesi |

Sekil 1 DG algoritmasi akis semast

DG algoritmasinda baslangi¢ toplumu ie{1,2,..,N} ve je{12..,NP} olmak iizere
y=[y/] ¢oziim vektorlerinden olusacak sekilde 0-1 ikili degiskenleri ile rastgele
olusturulur. Burada, N iyilestirme ya da yapimi diisiiniilen baglarin toplam sayisini



temsil etmektedir. Farkli yatirim stratejilerini temsil eden her bir ¢oziim vektorii igin
Denklem (2) yardimiyla denge bag akimlar elde edilir. Bulunan denge bag akimlari ve
Denklem (1) yardimiyla amag¢ fonksiyonu degerleri her bir ¢6ziim vektorii igin
hesaplanir. Sonrasinda toplum iginden rastgele secilen ii¢ adet ¢oziim vektori ve
mutasyon faktorii yardimiyla Denklem (3)’de verilen operator kullanilarak yeni bir aday
¢ozlim vektorl, m, olusturulur. BUAT probleminin ¢6ziimiinde 0-1 ikili degiskenleri ile
calisildigr i¢in mutasyon operatoriinden sonra elde edilen yeni vektor elemanlarinin
sinirlar digina ¢ikip ¢ikmadigr kontrol edilmelidir. 0-1 degerleri arasinda kalan degerler
en yakin tamsay1 degerine yuvarlatilir.

m) =y +F(y? - y5) 3)

Burada y', y* ve y’ birbirinden farkli olarak [0, NP] araliginda rastgele segilen karar
degiskenlerini temsil etmektedir. Toplum igindeki her bir ¢6ziim vektorii ile buna bagh
olarak olusturulan m vektoriine Denklem (4)’de verildigi sekliyle caprazlama operatorii
uygulanir ve r vektorii olusturulur.

l’ij _ mi.j, eger rastgele (0,1) <CR  yada i =igqele )
y!,  aksi takdirde

Burada (0,1) arasinda rastgele iiretilen deger CR parametresinden kiiciik ya da esit ise
vektoriiniin  eleman1 m  vektoriinden aksi durumda ise Yy vektoriinden segilir.
i = iagee KOUlunun - kullamlmasmin amaci r vektoriiniin en az bir elemanmmn m

vektoriinden segilmesinin saglanmasidir. Bu sayede gelecek jenerasyonlara yeni
bireylerin aktarilmasi saglanmaktadir.

Son olarak ¢aprazlama sonucu elde edilen r vektorii ile y vektoriine ait amag fonksiyonu
degerleri karsilastirilir. Oncelikle r vektdriiniin temsil ettigi yatirim projesine baglh
olarak Denklem (2) yardimiyla denge bag akimlari hesaplanir ve elde edilen bag
akimlar1 ve Denklem (1) ile amag¢ fonksiyonu degeri hesaplanir. Bu agamadan sonra
Denklem (5)’de verilen kosullu ifade yardimiyla en iyi amag¢ fonksiyonu veren ¢oziim
vektorii bir sonraki jenerasyona aktarilir.

Yo rf,  Egerf(rf)<f(y?) )
y9, aksi takdirde

Burada; g jenerasyon sayisini ifade etmektedir. DG algoritmasi belirlenen durma
kriterinin saglanmasi ya da maksimum jenerasyon sayisina ulagilmasi durumunda
sonlandirilir.

Sayisal Uygulama

DG algoritmasinin BUAT problemindeki performansinin test edilmesi amaciyla Sekil
2’de verilen 24 diigiim ve 76 bagdan olusan Sioux-Falls ulasim ag1 segilmistir. Sekilden
gortlilebilecegi gibi 10 cift bagda yatirim yapilmasi planlanmaktadir. 5 ¢ift bag yeni
yapilmasi diisliniilen baglar olup digerleri ise kapasite genisletmesi yapilmasi planlanan
baglardir. Biitce kisitini amag fonksiyonuna dahil etmek amaciyla Denklem (1)’e ceza
fonksiyonu eklenmis ve Denklem (6)’da verilmistir.



Min Z(y)= > xt;(x;)+6*max( >, M;y;—B, 0) (6)
y (i.))eAUA, (i,))eA,

Burada; 6 ceza fonksiyonu sabiti olup 10° olarak segilmistir. Toplam yatirim
maliyetlerinin verilen biitge kisitin1 asmasi durumunda amag¢ fonksiyonuna ceza
uygulanmakta aksi durumda ise ceza fonksiyonu sifir degerini almaktadir. Maliyet
fonksiyonu, t, =a, +b,x!, parametreleri ve B-V talep matrisi Poorzahedy ve Turnquist

ij
(1982) ve LeBlanc (1975)’den alinmistir. Kapasite genisletmesi yapilmasi planlanan
bag ciftlerine (9-10, 10-9; 6-8, 8-6; 13-24, 24-13; 7-8, 8-7; 10-16, 16-10) ait yapim
maliyetleri sirasiyla 625, 650, 850, 1000 ve 1200, yeni insa edilmesi planlanan bag
giftlerinin (7-16, 16-7; 19-22, 22-19; 11-15, 15-11; 9-11, 11-9; 13-14, 14-13) yapim
maliyetleri ise 1500, 1650, 1800, 1950 ve 2100 olarak se¢ilmistir (Poorzahedy ve
Rouhani, 2007). Calismada 2700, 6500 ve 10820 olmak tizere 3 farkli biit¢e i¢in ¢oziim
yaptlmistir. DG algoritmasinin sonuglari Poorzahedy ve Rouhani (2007) tarafindan
gelistirilen Karinca Sistemi (KS) sonuclar ile karsilastirilmis sonuglar Tablo 1°de
verilmigtir.
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Sekil 2 Sioux-Falls ulagim ag1



Tablo 1 Farkli B/M oranlari i¢in sonuglarin karsilastirilmasi

DG KS
B/M B Ortalama DTA 7 B/M B Ortalama DTA 7
Sayis1 Sayis1
0.20 2700 38.0 65293 | 0.20 2700 19.2 76297
0.49 6500 33.7 53366 | 0.49 6500 23.9 65465
0.81 10820 14.0 49845 [ 0.81 10820 18.1 58829

% En iyi amag fonksiyonu degeri

Tablo 1’den goriildiigii gibi amag fonksiyonu degerlerine gore DG algoritmasi ii¢ farkl
B/M orani i¢in KS yontemine gore daha iyi sonuglar iiretmektedir. Ortalama DTA
sayilar1 agisindan her iki algoritma arasinda kayda deger bir farklilik goriinmemektedir.
0.20 ve 0.49 B/M oranlari i¢in DG algoritmasi daha yiiksek sayida DTA gerektirmesine
ragmen, en yiiksek biitceli ¢coziimde KS algoritmasi daha fazla DTA sayisinda en iyi
¢Oziime ulasabilmektedir. Orta biit¢eli durumu ifade eden B/M=0.49 durumu icin elde
edilen sonuglar Sekil 3’de ulasim ag1 tizerinde gosterilmistir. En iyi yatirim projesi
sekilden gorildiigh gibi 13-24 ve 24-13 baglarinda kapasite genisletmesi yapilmasi, 19-
22, 22-19; 11-15, 15-11 ve 9-11, 11-9 baglarinin ise ulagim agina eklenmesi durumudur.
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Sekil 3 B/M=0.49 i¢in en iyi yatirim projesi



Ayrica Tablo 2’de DG algoritmasi ile elde edilen en iyi yatirim projeleri her B/M orani
icin verilmistir.

Tablo 2 Farkli B/M oranlari i¢in en iyi yatirim stratejileri

Yatirima aday baglar

B/M 9-10 6-8 13-24 78 10-16 7-16 19-22 11-15 9-11 13-14
10-9 8-6 24-13 87 16-10 16-7 22-19 15-11 119 14-13

0.20 1 1

0.49 1 1 1 1

0.81 1 1 1 1 1 1 1

Sonuclar

Bu c¢alismada ulasim aglarinda sik¢a karsilagilan belirli biitge kisitlar1 dahilinde en
uygun bag ekleme-¢ikarma ve bag kapasite genisletme yatirim projelerinin belirlenmesi
problemi ele alinmis ve ¢ozlim i¢in karmasik optimizasyon problemlerinin ¢éziimiinde
sikca kullanim alani bulan DG algoritmast kullanilmistir. Algoritmada yatirimin
gerceklestirilme durumunu temsil etmek i¢in 0-1 ikili degiskenleri kullanilmistir. Biitce
kisitinin asilmamasi i¢in amag¢ fonksiyonuna ceza fonksiyonu eklenerek ¢oziim
yapilmigtir. Onerilen yéntem Sioux-Falls ulasim ag iizerinde farkli B/M oranlar1 igin
test edilmis ve literatiirdeki sonugclar ile karsilastirilmistir. Sonuglar DG algoritmasinin
BUAT probleminin ¢6ziimiinde oldukg¢a basarili oldugunu ayrica kullanim kolayligi
acisindan gercek ulasim aglarinda kullanilabilecegini gostermistir.
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