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Ozet

Bu ¢aliymada Gezgin Satict Problemi’nin (GSP)
¢oziimiine yonelik yeni bir sezgisel ¢oziim algoritmasi
gelistivilmistir. GSP  bilindigi gibi aralarindaki
mesafeler bilinen n adet sehrin her birine yalniz bir
kez ugranarak baslangic noktasina geri doniilmesi
esnasinda kat edilen toplam mesafenin en kisa oldugu
turun  bulunmast olarak tamimlanwr.  Literatiirde
¢coziimii olduk¢a zor olan problemlerin basinda gelen
GSP,  optimizasyon
tarafindan uzun yillardir ¢alisilmaktadir. Calismada
Qgelistirilen sezgisel algoritma ftoplum tabanli olup
uygulamas: oldukga basittir. Sayisal uygulamalar
gelistivilen  algoritmanin ~ GSP’nin  ¢oziimiinde

kullanilabilecegini gostermistir.

alamindaki  aragtirmacilar

1. Giris

Gezgin Satict Problemi (GSP) n adet sehrin her
birinden yalmiz bir kez gegen en az maliyetli turun
problemi
Problemin zorlugu n’in biiyiik degerleri igin ¢oziim
havuzunu olusturan olast turlarin sayisinin olduk¢a
fazla olmasindandir. Bu nedenle nokta sayisinin az
oldugu durumlarda kesin ¢6ziime ulagsmak miimkiin
olabilirken, nokta sayisi arttik¢a alternatif tur sayist
hizla artmakta ve optimum ¢6ziimiin bulunabilmesi ya
miimkiin olamamakta ya da ¢ok fazla siire

bulunmasi olarak  tanimlanmaktadir.

gerektirmektedir. GSP giinliik hayatta kargimiza ¢ikan
ulasim ve lojistik uygulamalari, arag¢ rotalama
problemleri, stok malzeme toplama
problemleri, ugaklar i¢in havaalani rotalamasi, vb.
birgok problemin temel mantigint olusturmaktadir.
GSP matematik, yoneylem arastirmasi, mithendislik,
yapay zeka ve fizik gibi farkli alanlardaki ¢ok sayida
arastirmacinin ilgisini ¢ekmekte olup literatiirde en

alanindaki
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cok caligilan optimizasyon problemlerinden birisidir.
GSP’nin  arastirmacilarin  ilgisini ¢ekmesinin en
onemli nedeni kolayca formiile edilmesine ragmen
¢ok zor ¢oziilebilen NP-zor sinifi problemlerden birisi
olmasidir.

GSP'nin  ¢oziim yontemleri genel olarak ikiye
ayrilmaktadir. (1) Dal-Sinir, Dinamik Programlama,
Dal-Kesme vb. kesin ¢oziimiin elde -edilebildigi
yontemler bu gruba girmektedir [1]. Bu tiir yontemler
belli bir boyuta kadar olan problemler i¢in basarili
sonuglar veriyor olsa da GSP’de nokta sayist arttikca
¢oziim icin gerekli olan islem siiresinin ¢ok fazla
olmasindan dolayr optimum sonuglara ulagsmak
imkansiz olabilmektedir. (2) Optimum ¢6ziimiin
bulunmasi kesin olmayan ancak daha az sayida islem
gerektiren yontemlerdir. Bu yontemler genel olarak
sezgisel yontemler olarak tamimlanir ve optimum
sonucu garanti etmemekle birlikte, kisa ¢oziim siiresi
ile tatmin edici sonuglar alinabilmektedir.

Literatiirde GSP’nin hizli ve etkin ¢éziimii amaciyla
birgok yontem gelistirilmistir. Tamsayr ve dinamik
programlama [2-4] yontemleri kullanildigi gibi son

yillarda sezgisel metotlarin GSP ¢oziimiindeki
performanslarinin test edilmesi amaciyla bir¢cok
calisma  yapilmistir.  Ornek  olarak ~ GSP’nin

¢ozlimiinde Yapay Sinir Aglar1 ve Genetik Algoritma
(GA) metotlar1 kullanilmigtir [5-6]. Bunun yaninda
modifiye Karinca Kolonisi Optimizasyonu (KKO)
algoritmas1 GSP’ye uygulanmis ve literatiirdeki diger
algoritmalarla  karsilastirilmistir  [7]. GSP’nin
¢Oziimiinde degisken stratejili goklu KKO algoritmasi
gelistirilmis ve basarili sonu¢lar alinmistir [8]. Benzer
sekilde iyilestirilmis KKO ile GSP ¢oziimi
gerceklestirilmistir [9]. Yerel arama stratejili GA
GSP’ye uygulanmis ve basarili sonuglar elde
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edilmistir [10]. Pekistirmeli 6grenme ile GA metodu
birlestirilmis ve farkli GSP’ler iizerinde test edilmigtir
[11]. GA’dan faydalanarak rota planlamasina yonelik
bir uygulama yazilimi gelistirilmistir [1].

Literatiirden goriilebilecegi gibi son yillarda sezgisel
metotlar GSP’nin ¢6ziimiinde genis bir kullanim alani
bulmaktadir. Bu ¢alismada da bu amacgla yeni bir
sezgisel ¢ozlim algoritmasi gelistirilmistir. Calismanin
ikinci boliimiinde GSP’nin matematiksel ifadesi,
tglincii  bolimde gelistirilen sezgisel algoritma,
sonraki boliimde sayisal uygulamalar ve son bolimde
sonuglar ve oneriler yer alacaktir.

2. Problem formiilasyonu

GSP; n adet sehri dolasan, her birinden yalniz bir kez
gegcen ve basladigi noktaya donen en az maliyetli
turun belirlenmesi problemidir ve amag¢ fonksiyonu
Denklem (1)’de verildigi gibi ifade edilebilir [12]. n
adet sehirden olusan bir GSP’de olasi tur sayisi
(n—1)!/2o0larak belirlenebilir. Ornek olarak 20

sehirden olusan bir GSP’de olast tur sayisi
6.08*10'dir. Denklem (1)’de verilen amag
fonksiyonuna ait kisitlar Denklem  (2-5)’de
verilmistir.
. n n
minz=>" > c¢x; @)
i=1 j=Li%]
n
> %=1 j=12..n )
i=1, i#]
X =1 i=12..,n 3)
j=1, j=i
> % <[8]-1 VvS<={12,..,n} @)
i,jeS,i#j

B {1, i noktasindan j noktasina gidiliyor ise 5)

X = .
0, aksi durumda
Burada; Ci» i ve j noktalar1 arasindaki mesafeyi; X i

noktasindan j noktasina gidilip gidilmedigini gosteren
ifade olup gerceklesmesi halinde 1, aksi durumda ise
0 degerini almaktadir. Denklem (2-3)’de verilen
kisitlar her noktaya yalmiz bir kez ugranilmasim
saglamak amaciyla kullanilmaktadir. Olas1 alt
turlardan kurtulmak amaciyla Denklem (4)’de verilen
kisit kullanilmaktadir.

3. Sezgisel ¢oziim algoritmasi

Gelistirilen sezgisel algoritmada iki parametre
kullanilmaktadir. Bunlardan biri tiim toplum tabanli
sezgisel yaklagimlarda kullanilan toplum biytikligi

(m) wve digeri ise jenerasyon sayisidir. Bu
degiskenlerin disinda  algoritmanin  baska tiir
parametre icermemesi yontemin parametre

duyarlih@ini azaltmaktadir. Gelistirilen algoritma 3
adimdan olusmakta olup MATLAB kodu Ekler
boliimiinde verilmistir.

ADIM 1: 1lk olarak toplum biiyiikliigii (m) ve
probleme 6zgii sehir sayisi n olarak verilirse m*(n+1)
boyutunda ¢dziim matrisi olusturulur.

all e a1(n-¢—1) Zl

(6)
a

ml m(n+1) m

m*(n+1)
Burada; ajj degerleri (i=1,2,...m ; j=1,2,...,(n+1))
GSP’de sehir numaralarii temsil etmektedir. A
matrisindeki ilk ve son siitundaki elemanlar aym
degere sahip olup probleme 6zgii olast turun baslayip
bittigi sehir numarasi olarak temsil edilmektedir. Bu
degerlerin disindaki matris elemanlar1 Adim 1’de
rastgele olusturulur. Ayrica, z degeri (z=1,2,....,m) A
matrisindeki her bir satirda belirlenen olasi tur
konfigiirasyonuna bagli olarak Denklem (1) ile elde
edilen amag fonksiyonu degeridir.

ADIM 2: Bu adimda Adim 1°de olusturulan baslangig
toplumundaki her bir satirdaki olast turlarin sehir
numaralar1 (baslangi¢ ve bitis numaralar1 hari¢) kendi
iclerinde rastgele olarak degistirilir. Ornek olarak
Sekil 1°de verilen 5 adet sehirden olusan GSP’de
baslangi¢ toplumunun ilk satir1 Tablo 1°de goriildiigii
gibi rastgele degistirilerek yeni bir vektor olusturulur.

Sekil 1. Gezgin Satici Problemi.

Tablo 1. Rastgele Olasi Tur Olusturma
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Adim 1 113|124 |5| 1

(1. satir vektorii)

Adim 2 1454231

(1. satir vektorii)

Elde edilen yeni olasi tur vektori igin amag
fonksiyonu Denklem (1) ile hesaplanir ve elde edilen
deger eski degerden daha iyi ise Adim 2’de elde
edilen yeni vektor eski vektoriin yerini alir. Aksi
durumda Adim 3’e gegilir. Bu siire¢ A matrisinin tiim
satirlarina uygulanir.

ADIM 3: Bu adim, Adim 2’de elde edilen yeni
vektoriin daha iyi sonu¢ vermemesi durumunda
uygulanir. Tablo 2’de goriildiigii gibi bir o6nceki
jenerasyonda en iyi amag¢ fonksiyonu degerini veren
olas1 tur vektorii iginde rastgele secilen 2 adet sehir
numarasinin  degistirilmesi (mutasyon) neticesinde
yeni bir olast tur vektorii olugturulur.

Tablo 2. En iyi tur vektoriiniin mutasyonu

olasi tur sayis1 4.36*10" olarak belirlenmektedir. 16
sehirli problemde (ulysses16) ise 15 sehirli probleme
gore degisken sayisi 1 adet artmasina ragmen olasi tur
sayisi 6.54*10™ olmaktadir. Diger bir deyisle 1 adet
sehrin probleme eklenmesi, olasi tur sayisini 15 kat
artirmaktadir.

Tablo 3. GSP (7 sehir)

1 2 3 4 5 6

1 - 75 99 9 35 63 8

2 51 - 86 46 88 29 20
3 100 5 - 16 28 35 28
4 20 45 11 - 59 53 49
5 86 63 33 65 - 76 72
6 36 53 89 31 21 - 52
7 58 31 43 67 52 60 -

Tablo 4. GSP (15 sehir)

123456789 10 11 12 13 14 15

En iyi tur vektorii 11423 |5]|1

M =
ut'as.yona ugrim.l.m 1 SKX‘ 4 |5 |1
en iyi tur vektorii

Bu asamadan sonra elde edilen yeni tur vektoriiniin
Denklem (1) yardimi ile amag¢ fonksiyonu degeri
hesaplanir. Elde edilen deger toplumdaki tur
vektoriiniin amag¢ fonksiyonu degeri ile karsilagtirilir.
Bu deger oncekinden daha iyi ise vektor degistirilir
aksi durumda bir sonraki jenerasyona gidilir. Bu
adimda amag Onceki jenerasyonlarda elde edilen en
iyi tur vektorlerinin etkisinin sonraki jenerasyonlara
aktarilmasini saglamak ve bu sayede belli sayidaki
jenerasyondan sonra optimum ya da optimuma yakin
sonuglara ulagilabilmesini saglamaktir.

4. Sayisal uygulamalar

Calismada gelistirilen sezgisel algoritma 7,15 ve 16
adet sehirden olusan GSP’ler iizerinde test edilmistir.
7 ve 15 sehirli GSP’lere ait uzaklik matrisleri Tablo 3
ve 4’de verilmistir. 16 sehirli GSP uzaklik matrisi ise
literatiirden elde edilebilir [13]. 7 sehirden olusan
GSP’de olasi tur sayist 360 iken 15 sehirli GSP’de

1 -12498321 5 7 1 2 9 3

21 -5372513 4 6 6 6 1 9

10543417143 - 9 1 8 5 2
11765238723 9 - 21 81
12169163915 1 2 - 5 4 3
13261281511 8 1 5 - 9 6
4913122176 5 8 4 9 -7

15394355484 2 1 3 6 7 -

7 sehirli GSP’nin ¢oziimiinde toplum biiyiikligi
m=10 ve jenerasyon sayist 500 olarak alinmistir. Elde
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edilen en iyi tur 74 jenerasyon sonunda elde edilmis
ve Tablo 5’de verilmistir. Bulunan sonuglar literatiir
ile uyumludur.

Tablo 5. En iyi tur (7 sehir)

Sehir Numaralari Mesafe

1 7 2 6 5 3 4 1 158

15 sehirli GSP’nin ¢6ziimiinde m=50 ve jenerasyon
sayis1 10000 alinmig ve literatiirde verilen en iyi tur
ve mesafe degerleri 5531 jenerasyon sonunda elde
edilmistir. S6z konusu problemin en iyi mesafe degeri
17 olup bu degeri sagliyan 2 farkl tur konfigiirasyonu
Tablo 6’da verilmistir.

Tablo 6. En iyi tur (15 sehir)

En iyi tur (1. secenek) Mesafe
1]19|3|5 ]| 8 [12]10]|15
17
11 13| 6 | 4 | 7 |14 | 2 1
En iyi tur (2. secenek)
1121|8124 |7 |14 6
17
13|11 (1510 5|3 |9 1

Diger bir 6rnek olan 16 sehirli GSP’nin (ulysses16)
¢oziimii i¢in m=50 ve maksimum jenerasyon sayisi
10000 alinmis ve 6144 jenerasyon sonunda literatiirde
verilen optimum mesafe degeri elde edilmistir.
Coziim sonunda elde edilen optimum tur Tablo 7’de
verilmigtir.

Tablo 7. En iyi tur (16 sehir)

Sehir Numaralari Mesafe

1114|1312 |7 |6|15|5 |11
6859

91016 3 |2|4]| 8 |1

5. Sonuclar

Calismada GSP’nin ¢Ozlimiine yonelik yeni bir
sezgisel algoritmast gelistirilmistir.
Algoritmanin toplum biiyiikliigii ve jenerasyon sayisi

¢Oziim

disinda parametre igermemesi yontemin parametrelere
karsi duyarliliginin en az seviyeye indirilmesini
saglamistir. Gelistirilen algoritma 7,15 ve 16 adet
sehirden olusan GSP’ler iizerinde test edilmis ve
literatiirde verilen optimum ¢6ziimler her problem
icin elde edilmistir. Bilindigi gibi sezgisel
algoritmalarin  siirekli olarak iyilestirilmeye agik
olmasindan dolay1 gelecek calismalarda gelistirilen
algoritmaya farkli yerel arama operatdrlerinin
eklenmesi ve bu sayede metodun daha etkin hala
getirilebilmesine yonelik ¢aligmalar yapilacak ve daha
biiyiik dlgekli GSP’ler iizerinde test edilecektir.
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NP=10; $toplum buytukligu
D=7; %sehir sayisi
maxgen=500; %maksimum jenerasyon saylsi
load maliyet.txt Smaliyet matrisi
for i=1:NP
y=randperm (D) ;
y(y==1)=1[1;
x(i,1:D-1)=y;
end
k=ones (NP, 1) ;
l=ones (NP, 1) ;
n=zeros (NP, 1) ;
x=[k x(:,1:D-1) 1 n];
for i=1:NP
for j=1:D
x(i,D+2)=x(1i,D+2)+maliyet (x(i,J),x(i,3+1));
end
end
for gen=1l:maxgen
for i=1:NP
x1=x(1i,2:D);
r=x1 (randperm(length(xl)));
m(i,1l:D+1)=x(i,1:D+1);
m(i,2:D)=r;
m(i,D+2)=0;
for j=1:D
m(i,D+2)=m(i,D+2)+maliyet (m(i,3),m(i,j+1));
end
if m(i,D+2)<x(i,D+2)
x(i,:)=m(i,:);

else
if gen>1
wl=round (rand* (D-2)+2);
w2=round (rand* (D-2)+2) ;
best c=best;
best (best c==wl)=w2;
best (best c==w2)=wl;
m(i,2:D)=best(1,2:D);
m(i,D+2)=0;
for j=1:D
m(i,D+2)=m(i,D+2)+maliyet (m(i,J),m(i,J+1));
end
if m(i,D+2)<x(i,D+2)
x(i,:)=m(i,:);
end
end
end

end
[fmin,K]=min(x(:,D+2));
best=x(K, :);
end
best %en iyi tur
fmin % ama¢ fonksiyonu en iyi degeri
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