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Oz

Ulasim agglarinda ginden giine artan arag sapiple kullanimi sonucunda alan trafik
sikisikliklarinin en aza indirgenebilmesi ancak suta ginin modellenebilmesi ile
mumkun olabilmekte, bunun icin ise gangic-Varg (B-V) matrislerinin belirlenmesi,
atama probleminin ¢ozllerek guzergah ve gldat akimlarinin  bulunmasi
gerekmektedir. Trafik atama sonucu elde edilegldmi akimlarina bzl olarak
kawsaklardaki sinyal surelerinin diizenlenmesi ile gklik etkileri minimum seviyelere
indirgenebilmektedir. Uam Ag Tasarim (UAT) probleminin alt seviyesini gturan
trafik atama probleminin ¢6zimiU sirasinda gercekrickil davrarglarinin
modellenebilmesi acisindan kullanilacak olan giedergecim modelinin sec¢imi de
oldukgca 6nem arz etmektedir. Literatirde sikcaakulan gizergah secim modelleri
olarak; logit, c-logit, nested-logit, ve probit nedsayilabilir. Probit glizergah secim
modeli dger glzergah secim modellerinden ¢o6zum yapisi olatdkkca farkhdir.
Guzergahlar arasindaki ortak kullanilangleatilar dikkate aldi icin gercek suricu
davranglarinin yansitilmasi agisindan olduk¢a dnemlidu.calsmada probit glizergah
secim olasiliklarinin  bulunabilmesi icin monte oarlbenzetim ydnteminden
faydalaniimgtir.

Sonu¢ olarak bu camada trafik atama probleminin ¢6zimu icin logit peobit
guzergah secim modelleri ile Karinca Kolonisi Optzasyonu (KKO) ve Armoni
Arastirmasi Optimizasyon Tekgi (AAT) sezgisel metotlarinin kullaniligh atama
modelleri gelgtirilmi stir. iki farkh glizergah secim modeli ve farkli tipte i&ezgisel
metodun kullanildii atama modelleri 5 [ganti ve 3 glzergahtan glan 6rnek bir test
ulasim gina uygulanmgtir. Ayrica atama sonucu elde edilen denggldral akimlari
deterministik ¢ozimle kiyaslanghr. Sonug olarak stokastik kullanici denge atamasi
KKO ve AAT sezgisel metotlari ile farkh tipte (lagve probit ) glzergah secim
modelleri kullanilarak hbgariyla gercekligirilebilecesi test ulgim g1 Uzerinde
gosterilmitir.

Anahtar s6zcukler:Trafik atama, glizergah secim modelleri, sezgisabin
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Giri s

Ulasim Ag Tasarim (UAT) problemi, @tasarimcilari ve uygulamacilar arasinda biyuk
ilgi uyandirmakla birlikte son yillardaki bilgisayateknolojilerindeki gekiminde
etkisiyle bu konudaki calmalar siklik kazanmgtir. UAT'nin etkili sekilde
yapilabilmesi, Bglangi¢-Varg (B-V) matrislerinin belirlenmesi, denge glizergaéd v
baglanti akimlarinin bulunmasi ve bunagbaolarak & uzerindeki sinyalizasyon
sistemlerinin en uygursekilde tasarlanabilmesi ile mumkindir. UAT problemi
c6zimunde en 6nemli noktalardan biri de yol kultdarinin ulaim ggindaki herhangi
bir B-V ciftindeki seyahatleri sirasinda alterngjifizergahlara nasil gdacaklarinin en
dogru sekilde tahmin edilmesidir. Yol kullanicilarinin ggrgah secimi sirasindaki
maliyet algilamalarini esnek biekilde ele alan ve buna rastgelelik ekleyen bir
yaklasim olan Stokastik Kullanici Dengesi (SKD) kavranonsyillarda ulaim &
tasariminda benimsenmeye slaanistir. Bu yaklgimda, deterministik yakiamdan
farkli olarak yuksek maliyetli glzergahlarin kullemar tarafindan secilebilme
ihtimalinin varligindan s6z edilebilmektedir.

Guzergah akimlarinin bulunmasinda 6nerilen yonggimergah tzerinde seyahat eden
her bir yol kullanicisinin kendi seyahat maliyetiminimum edeceksekilde bir
yaklasimdir. Bu yaklaim denge durumunda buttun kullanilan gtizergahlardakahat
maliyetinin ayni olaca ve bu maliyetin kullaniimayan glzergahlardaki adegt
maliyetinden daha az veyaiteolacgsl kabuliine dayanir. Bu durung &ullanici dengesi
altindadir seklinde tanimlanabilir ve hicbir kullanici kendi zgigahini dgstirerek
seyahat maliyetini distiremez (Wardrop, 1952). Bu Deterministik Kullan2engesi
(DKD) durumunu dgurmaktadir. Fakat gercekte DKD durumundan farklarak
suruciler guzergahlar hakkinda tam olarak bilgiitsakegildirler ve suriculerin
glzergah secimleri sirasinda algilama hatalari ktiiar. Bu nedenle SKD atamasi
gercek suriict davragarinin modellenebilmesi agisindan daha gercekgidir

Bu calsmada, SKD atamasi problemisdeger optimizasyon problemi olarak
tanimlanmgtir. Gulzergah seciminde logit ve probit secim mbmtelkullaniimi ve
gelistirilen SKD atamasi algoritmasinin ¢ozamd icin Kaa Kolonisi Optimizasyonu
(KKO) ve Armoni Argtirmasi Optimizasyon Tekgi (AAT) sezgisel metotlarindan
yararlaniimgtir.

Guzergah Secim Modelleri

A ve B gibi iki nokta arasinda seyahat etmek isteyel kullanicisi bu iki noktayi
birbirine balayan bircok glzergah arasinda tercih yapmak z@dmd Gilizergah
secimini etkileyen faktorler arasinda guizergahlideti ve seyahat eden ¢thin sosyo-
ekonomik 0©zellikleri sayilabilir. Guzergah secim detlerinde temel ilke, yol
kullanicilarinin - stirekli olarak en giik maliyetli (streli) guzergahi secétce
yonindedir. Stokastik modelde herhangi bir yol &uitisi tarafindan algilanan maliyet
rastgele bir dgisken olarak varsayilir ve glizergah secimi fayda nmakssyonu
(maliyet minimizasyonu) prensibine dayanilarak bierkullanicinin algiladii maliyete
gore yapilir (Sheffi, 1985). SKD prensibi deterrstik kabule olduk¢a benzerdir fakat
stokastik dgtince, herhangi bir yol kullanicisinin denge durudautek tarafli olarak
glizergahini dastirerek seyahat maliyetini destiremeyecgi noktasinda deterministik
distinceden ayrilir. Herhangi bir giizergahin faydagzegiah 6zelliklerinin fonksiyonu
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olmasinin yaninda wan a31 karar vericilerinin de karakteristiklerini yansitKarar
vericiler en yuksek faydaya sahip glizergahin sesilei kabul eder. Bunun yaninda
faydalar direk olarak gtzlenemez veya Olcllemezzeggah alternatifinink adet
oldugu bir ulgim aginda, alternatiflerin fayda vektorlet =(U,,......... U, ) olarak
gosterilebilir. Gozlemlenen gizergah karakteristiikli ve 0Ozelliklerini a ile ifade
edersek U, =U,(a dlur. Guzergahlarin gozlemlenemeyen Kkarakterigiiklee
Ozelliklerinin guzergah secim etkilerini acgiklaymbek icin her bir alternatifin fayda
fonksiyonu, deterministik biken ve rastgele hata terimi olmak Gzere iki daleden
olusur.

Uy (a) =V (a) + ¢k (a) OkOK (1)

BuradaU, (a ) algilanan fayday, (a ,)olgllen fayda ve,(a) ise hata terimblarak
tanimlanabilir.

Probit Model

Probit modelin glzergah secim modeli olarak kulfaasi, c¢algan gizergahlari g6z
onune almasindan dolayg #opolojisine duyarli bir ¢c6zim elde etmeye yardimicir.
Probit modelde alternatiflerin algilanan faydalar[u (DALCX ) - ] cok
degiskenli normal dgilima (CDND) sahip oldgu varsayimiyla elde edilir (Daganzo,
1979). CDND bilinen normal ygunluk fonksiyonunun cok dgskenli olarak
gengletiimis halidir ve rastgele vektoriré =(&,,............ <), dasihmini tanimlar ve

& O(u,2) seklinde ifade edilir. Bu ifade vektorinin, ortalama vekt@rve kovaryans
matrisiZ ile CDND sergilediini gosterir.

Bu durumda verilen bir kovaryans matrisi ve altéifrigzelliklerini belirleyena vektori
icin fayda vektoranun, U(aiUl(a), .......... Uy (a)], dazilimi ¢cok deiskenli normal
dagihm olarak Denklem (2)’deki gibi modellenebilir;

U(a)O[V(a), 2 ] (2)

Herhangi bir se¢cim modelinde alternatifin se¢cimsdig, o alternatifin faydasinin
secim alternatifleri icindeki en yiksek faydayaipabima olasiigina gore hesaplanir.
Probit modelde bu secim olagil ikili alternatif olma durumunda olasilik giam
tablolarl vasitasiyla hesaplanabilikiden fazla alternatif oldiu zaman probit segim
olasiliklarinin hesaplanmasi oldukga zordur. Ltiénde probit secim olasiliklari hesabi
icin bircok yaklgik analitik metot Onerilngtir. Bunlar nimerik integrasyon
algoritmalari ve ardik yaklsgsik metotlardir (Clark, 1961). Gluzergah sayisinikk ¢o
olmasi durumunda analitik yaklan sergileyen hicbir metot pratik ve kolay kekilde
ulasim ggina uygulanamaz (Sheffi, 1985) . Probit se¢im aldarinin hesaplanabilmesi
icin Onerilen dger bir yontem Monte Carlo benzetim yontemidir (Make Hughes,
1997). Bu calkmada probit secim olasiliklarinin bulunabilmesinigMonte carlo
similasyon metodundan faydalangtm Alternatif glzergahlara ait fayda

fonksiyonlart U, =V, +¢{, UkOK  seklinde gosterildii zaman  verilen
V=MV i V, ) degerleri igin Monte Carlo simulasyon algoritmasi &ef olaraksu
sekilde gerceklgtirilir; n. iterasyondaki hata terimleri ile gorinen faydedarV, ,

toplanmasi ile her bir glizergah icin algilanan &g d bulunabilir. Bu gamadan sonra
her bir iterasyonda en yuksek fayday! veren gluzekggdedilir. Bu stre®N kez tekrar
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edilir. Buradark.alternatifin segim olasgi, P, en ylksek fayday! giyan guzergahin
kaydedilme sayisiniNk) simulasyon sayisina bélumu ile elde edilebilir.

Logit Model

Logit modelde alternatif glizergahlarin faydalari@ambel dgilimi sergiledgi kabuli
yapilmstir (Ceylan, 2002)p guzergahinin gercek maliyed}, algilanan maliyet, ve
rastgele hata terime, olarak gosterildii zaman buradan rastgele faytdg=Cyt¢,
seklinde ifade edilebilir. Gumbel @diminin o6zellginden dolayl hata teriminin
ortalamasi E£,)=0 ve varyansi ise vaa'g)=772/6a2 seklinde gosterilebilir. Buradan

logit secim olasifii Denklem (3)’de gosterildi gibidir.

exp¢aC,)
> exptaC,)

KOR,

Ko(9)=PU,>U,)= , Ok # pOPR, OwOW (3)

Buradap ve k, w O W B-V ifti arasindaki alternatif glzergahlar wedagilim
parametresidir.

Sezgisel Metotlar

Karinca Kolonisi Optimizasyonu

KKO son zamanlarda ¢6zimu zor optimizasyon prol#emh ¢ozimuinde kullanilan
sezgisel bir yakamdir (Dorigo, 1992; Dorigo ve Di Caro, 1999). KK&lgoritmalari,
optimizasyon problemlerinin ¢ézumi icin gercek Raalarin yiyecek bulma
davranglarinin gozlemlenmesi ile ortaya cikgnr (Dorigo ve Stitzle, 2004). Bu
calismada klasik KKO yaklgmlarindan farkli bir yaklgm uygulanmgtir (Baskan ve
dig., 2009). Bu yaklgamda her bir karinca bir énceki iterasyondaki erkarincaya ve

B’ ya bagh olarak aramaya iterasyonlar boyunca devam etedek{y vektori ¢=( f1,
B2y....., Bn ), N=deSisken sayisi) KKO yakkaminin performansinin iyikgirilmesi icin
oldukca 6nemlidir. Cozum sireciningomada her bir karinca ¢6zim uzay! (CU) iginde
rastgele olarak en iyi cozumi aramayaldmailk iterasyonun sonunda ¢ézim uzayi bir
onceki iterasyondan elde edilen en iyi ¢ozunpvga basli olarak sinirlandirilir. Daha
sonra optimum ¢6zum, arama sureci boyunca sindligfide aranmaya devam edilir.

Kullanilan KKO yaklgimindam adet karincan adet vektor olarak nitelendiriltir.
(x* (k=12,......m)) .Her bir karincanin ¢dziim vektdri Denklem (4) iimgellenir.

XKven = ykesk) 4 o t=12,......1) (4)

Burada x*" t. iterasyondakik. karinca vektorii,x* t. iterasyonda 6nceki adimda

elde edilen karinca vektori we ise sicrama uzungunu hesaplamak icin rastgele
uretilen vektor olarak temsil edilgtir. Her bir iterasyonun son adiminda iterasyonun
basinda Uretilen koloni buyUkkil kadar yeni bir karinca kolonisi ghurulur. Feromon
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miktar1 (7,) Denklem (5) kullanilarak ilk olarak gercek karinkalonilerini temsil

edeceksekilde buharlgtirilir daha sonra ise Denklem (6) yardimiyla fecommiktari
guncellenir. Bu slrec verilen iterasyon sayisindakadevam ettirilir. Bu ¢ajmada
baslangi¢c feromon miktari 100 olarak alingtr.

r,=01*r_, (5)
1, =T, + 001* f(x*7) (6)

Denklem (4)'de arti veya eksjaretinin hangisinin kullanilaga x 'nin bulunan en iyi

degerin s@inda veya solunda olmasina gore belirlenmektediter Ex, en iyi

¢6zUmUn0 solunda ise pozitif tersi durumda ise tiedageri kullanilir. Hareket yonu
Denklem (7) ile gagidaki gibi belirlenir;
S eniyi

Xt - Xteniyi + (Xteniyi* OO]) (7)

Eger f(X™)< f(x*") ise Denklem (4)'de (+)sareti kullanilir aksi durumda ise (-)
isareti kullanilir. () sareti global optimum dgerine ulgmak i¢in arama yonunu

belirler. SKD atamasi icin kullanilan KKO metodukkenda detayl bilgiye Baskan ve
dig. (2009)’den ulailabilir.

Armoni Ara stirmasi Optimizasyon Teknigi

Geem ve di. (2001) tarafindan gatirilen Armoni Aratirmasi Teknii, bir
orkestradaki muzisyenlerin caldiklari notalar ikenanik acidan en iyi melodinin elde
edilmesi prensibine dayanmaktadir. Farkli enstriaraile calinan nota ve tonlarin
estetik kalitesi, muzik calmalarinda pratik yaparak iyierilirken, fonksiyon
¢bzimuinde bu iyigirme birbirini takip eden iterasyonlarla gercelielmektedir
(Geem, 2006). Armoni agarmasi sUreci 5 adimdan etuaktadir (Ceylan ve di,
2008).

Adim 1: Problemin kurulmasi ve algoritma paramedrilin tanimlanmasi

Burada, herhangi bifF(x) amac fonksiyonu,x karar dgiskenleri (orkestradaki
enstrimanlarr), X, her karar dgiskeni i¢in kullanilan ¢6zim uzayl ve N ise toplam

karar dgiskeni sayisi (orkestra buyllkdl) olarak tanimlanir. Armoni ag@rmasi
¢bzim sdrecini kontrol eden 3 farkli parametre m#we. Bunlar sirasiyla armoni
bellegi kapasitesi (HMS), armoni befimi dikkate alma orani (HMCR) ve ton ayarlama
oranidir (PAR).

Adim 2: Armoni bellginin olusturulmasi

Armoni bellesi, tim ¢6zim vektorlerinin ve amag fonksiyonunuwli@l deserlerin
saklandgl bellektir. Fonksiyon dgerleri sayesinde, ilgili ¢ozum vektoérlerinin kabte
deserlendirilmektedir. Bu adimda, armoni begllenatrisi, rastgele Uretilen ¢cok sayida
¢Ozum vektoru ile doldurulur ve bu vektorler icilgii amag fonksiyonu dgerleri
hesaplanir.

Adim 3: Yeni armoninin ofturulmasi
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Bu adimda, yeni armoni vekt('jrl'x'=(xi,x’2,x’3,DJIDx'N), armoni bellginde bulunan

tonlara gbre ve tamamen rastgele secilen tonlara géetiimektedir. Dgiskenlerin

armoni bellginden secilip secilmeyegmin belirlenmesi, dgeri 0 ile 1 arasinda
degsisen HMCR oranina gore yapilmaktadir. Burada, HMCR Karar dgiskeninin

degerinin mevcut armoni belfgnden secilme olasgini go6sterirken, (1-HMCR)
olusturulan yeni karar dgskeninin mevcut ¢ézim uzay! igerisinden rastgeleatda
secilmesine karlik gelmektedir. Bu gamadan sonra, ton ayarlamgeminin gerekli

olup olmadginin belirlenmesi i¢cin her karar gigkeninin deerlendiriimesi

yapilmaktadir. Busiem ise PAR parametresi ile yapiimaktadir.

Adim 4: Armoni bellgnin giincellenmesi

Bu adimda, armoni belindeki tim amag fonksiyonu gerleri en iyiden en kotlye
dogru siralanir. Daha sonra yeni armoni vektorl, arnbetegi icindeki en kotl vektor
ile karsilastirilir. Eger yeni vektor, bellek icindeki en kotl vektdrdeathd iyi bir sonug
veriyorsa bellge dahil edilir ve en kotu vektor bellekten gikaril

Adim 5: Durma kriterinin kontrol(

Bu adimda verilen durma kalunun sglanip sg&lanmadg kontrol edilir. Kgulun
sglanmamasi durumunda, Adim 3 ile 5 arasindgleimler istenen kqul sgslanincaya
kadar tekrar edilir.

Stokastik Kullanici Dengesi Atama Problemi ve Gegtirilen Algoritma

Trafik atamasi ukam gsina seyahat eden yolcularin gliurdugu trafigin yiklenmesidir.
Bu surecte her tgantidaki trafik hacminin yol kapasitesine gorgm@ taginamayacg
belirlenir. Bu calgymada logit ve probit glizergah secim modellerinitigkuldigi SKD
atama modeli gediriimistir. SKD atamasi problemi Denklem (8)'de gorilenagm
fonksiyonunun minimum edilmesiyle ¢ozulebilir.

v,= > > fror.,ald A

wOw [ R,

> f,'=q,,wOW

LRy

f¥20,pOR,, wlW

Kisitlarina bgli olarak;

min(f,..., £ £ ) =3 (- )2 (8)

WOW pOP

BuradaA yol agindaki bglantilar kimesiw (B-V) kiimesi,P, wOW B-V ciftindeki
guzergahlar kimesg, wOW B-V seyahat talebi,f’ pOR, glzergahindaki akim,

fp“” pUPR, guzergahindaki denge akimy, a baslantisindaki akim ved,, ise
baglanti/glizergah belirleme matrisinin elemanidir ya@alaki gibi ifade edilir:
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o

ap

1, w0OW B-V ¢iftindeki p giizergaha baglantisini kullaniyorsa

=0, aksidurumda

Sekil 1'de probit ve logit tabanli SKD atama modeliakis diyagrami gortlmektedir.

Guzergah akimlari

v

Baglanti akimlarinin
hesaplanmasi

v

Baglanti maliyetlerinin
Hesaplanmasi

v
Algilanan balanti
Dis déngu maliyetlerinin bulunmasi
(Sezgisel Metot) {7
, I¢ dongu ) -
Algilanan giizergah (Monte-Carlo Logit model ile glizergah

maliyetlerinin bulunmasi Simulasyonu) se(;lhm olalsnlklarlmn
{7 esaplanmasi

En diguk maliyetli
glzergahin saklanmasi

v

Probit glizergah se¢im
olasiliklarinin hesaplanmasi

v

Glzergah akimlarinin -
bulunmasi

v

Amag fonksiyon dgerinin
hesaplanmasi

v

Durma kriterinin kontrol

J7 EVET

Denge link akimlar

HAYIR

Sekil 1 Probit ve logit secim tabanli SKD atamasideloakimsemasi.

SKD Atamasi Ornek Sayisal Uygulama

Onerilen modelin test edilmesi icin S5ghanti ve 3 glizergahtan gln ornek ulgim ag
secilmgtir. Sekil 2'de ulgim g1 verilmistir. Glizergah 1 ve 2 tarafindangtent! 1,
glzergah 2 ve 3 tarafindan iseglaamti 5 ortak kullaniimaktadirQuzergah 1 1-2,
Guzergah 2 1-3-5, Guzergah 3 4-5). Denklem (9)'da @n ¢6zimuinde kullanilacak

olan maliyet fonksiyonu verilngiir. Burada t°, serbest akim seyahat siiresi, a

a’
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baslantisi Uzerindeki akim;c,, a baslantisinin kapasitesit, (v, ,)a baslantisinin

Olcllebilen maliyeti veA baglantilar kimesidir. Tablo 1'de ujam gina ait bilgiler
verilmistir.

t,(v,) =t0* L+ 0.15(‘(;—&)4) DadA ©)

a

B \Y
Sekil 2 Test ulam &31.
Tablo1 Ulasim Agi Bilgileri.
< Baglanti Serbest Akim Seyahat
Baﬁlgntl Kapasitesi Sureleri
(ta/sa) (sn)
1 300 23
2 200 34
3 400 12
4 350 45
5 400 23

Ornek & icin B-V talebi 400 ta/sa olarak alingtir. Logit gliizergah secim modeli ile
SKD atamasi probleminin ¢ozumu iki farkli sezgisedtot kullanilarak gecekggriimis

ve amac fonksiyonunun gigimi Sekil 3'de verilmitir. Sekilde goruldigu gibi KKO
yaklasimi ile 280 iterasyon, AAT yakfami ile 815 iterasyon sonucunda amag
fonksiyonunun minimum deri elde edilmg ve SKD bglanti akimlari bulunmgtur.
Logit-SKD bagslanti akimlari Tablo 2'de gérulmektedir.
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Sekil 3 Logit - SKD atamasi amag fonksiyonusgéni.

Tablo2 SKD ba&lanti akimlari.

KKO AAT
Baglanti Probit Logit Probit Logit
No Akim +  Akim ) Akim . Akim .
(ta/sa) (ta/sa) (ta/sa) (ta/sa)
1 320 1.07 312 1.04 320 1.07 312 1.04
2 160 080 154 0.77 160 0.80 154 0.77
3 160 0.40 158 0.40 160 0.40 158 0.40
4 80 0.23 88 0.25 80 0.23 88 0.25
5 240 0.60 246 0.61 240 0.60 246 0.61

"Kapasite kullanim orani

Probit-SKD atamasi probleminin ¢ézumu iki farkli zgsel metot kullanilarak
gerceklgtirilmis ve amac fonksiyonunun gigimi Sekil 4’de verilmitir. Sekilde
goruldigt gibi KKO yaklgimi ile 261 iterasyon, AAT yaktami ile 945 iterasyon
sonucunda amag fonksiyonunun minimungeteelde edilmj ve SKD bglanti akimlari
bulunmutur. Tablo 2'de goruldgill gibi KKO ve AAT teknikleri ile yapilan SKD
atamasi icin probit ve logit secim modeli durumida ayni denge ikanti akimlarina
ulasiimistir. Fakat KKO metodu AAT metoduna gore iterasyayisina bakildi
zaman oldukca az iterasyon sayisi ile sonucgmahtadir. Ayrica Tablo 2'de
goruldigu gibi balanti 1 her iki glizergah secim modeli ile yapilésmnaa sonucu denge
durumunda kapasite Ustl gataktadir. Bunun sebebi giizergah 3'GUn maliyetinin
oldukca fazla olmasi ve surucilerin biyuk bir onami1 ve 2 nolu guzergahlari
secmesidir. Kanlastirma yapilmasi acisindan Tablo 3'de DKD atamasumiw icin
denge bglanti akimlari verilmgtir. SKD atamasina goére glanti 4’tn ¢ok daha az akim
aldigi ve guzergah 3 secefnvin secilme olasifiinin olduk¢ca dgik oldusu
gorulmektedir.
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Tablo3 DKD baslanti akimlari.

Baglanti Akim g
No (ta/sa)
1 381 1.27
2 152 0.76
3 229 0.57
4 19 0.05
S 248 0.62
"Kapasite kullanim orani
—e— AAT-Probit KKO-Probit
60000
b 50000
é; 40000
5 30000
%i 20000
;é 10000 $
ol

iterasyon Sayisi

Sekil 4 Probit - SKD atamasi amac fonksiyongideni.

Sonuclar

Trafik atama problemi glinumuzde, suriculerin selyattikleri gz ile ilgili bilgi
dizeylerini ve yapilan seyahatlerdeki rastggieie g6z 6ninde bulunduran SKD
yaklasimi ile ele alinmaktadir. Glzergah secim olasitikia elde edilebilmesi igin
cozlilmesi gereken denklem sistemlerinin konveksagbn yapisi ve i¢sel pamhligi
nedeniyle geleneksel tireve dayali ¢6zim yonteml®KD c¢oziminde etkili
olamamaktadir. Bu ¢amada KKO ve AAT tekniklerinin kullaniidg SKD atama
modeli gelgtirilmi stir. Gelistirilen ¢ozim algoritmasinda giizergah secim oldarinin
belirlenmesi icin logit model ve ayrica alternagfizergahlarin ortak kullandiklan
baglantilar arasindaki kovaryans glerini de g6z oninde bulunduran probit model
kullaniimistir. Probit giizergah secim olasiliklarinin hesagiaimesi icin Monte-Carlo
benzetim tekrg@inden faydalanilngtir. Probit model gercek suricl davedannin
modellenebilmesi, glizergahlar arasindaki korelagydikkate almasi ve sdrtcilerin
baglanti maliyetlerini algilamadaki farkliliklarini tesil etmesi acisindan guzergah
se¢iminde oldukga Onemlidir. Onerilen algoritmargiizim yetengini gostermek
amaclyla ornek bir utirma & Uzerinde sayisal uygulama gercett@dmistir.
Sonuglara gore KKO tekgi, AAT teknigine gore SKD probleminin ¢6zimunde daha
az iterasyon sayisindagaaili sonuclar vermektedir. Ayrica DKD atamasi sgau ile
Onerilen probit ve logit tabanli SKD atamasinin wggari kaslilastirilmis ve 6nerilen
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algoritmanin gercek surtctu davrgarinin modellenebilmesi agisindan daha gercekgci
sonugclar verdii goralmustar.

Tesekkur Bu calsma Pamukkale Universitesi Bilimsel Atama Projeleri Birimi ve
Tlbitak tarafindan desteklenen BAP-FBE-002 ve 104lholu projeler kapsaminda
gerceklgtirilmi stir.
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