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What is MATLAB?

: 4\
» Interactive Development -

Environment A

MATLAB installed

\ on desktop

- 00

MATLAB on Reference Architecture Virtual Desktop
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MATLAB Online
MATLAB hosted on

K\ mathworks.com

Cloud Center for MATLAR Infrastructure (VDI)
\ MATLAB installed outside the desktop
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CO  upyter
CODE OCEAN 4
1 NDOMINO g Jupyterhub
) databricks o

\

// K\ MATLAB in other development environments
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MATLAB and the Analytics Ecosystem

Eﬁ%ﬁlﬁSewer .mongo
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What is MATLAB?

- 4
. — vmware
» Interactive Development |
. MATLAB on Ref Architect Virtual Desktop
E n Vl rO n m e nt ; Cloud Center ° er?g:::nA'ﬁ_;;C e Infrastructure (VDI)
\ MAmi;':;;"ed L MATLAB installed outside the desktop //

» Technical Computing Language o
» Data Analysis and Visualization [’_— ’<j CO e

» Algorithm Devlopment and S — LI T DL

MATLAB hosted on
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What is Simulink?

Py boost_converter * - Simulink

File Edit View Display Diagram Simulation Analysis Code Tools Help
! =y = L.Jm — [ '
-=-8 @ E-e® g b N

boost_converter

@® ||Pajboost_converter b

= Graphical environment

O Digital Control of a Boost Converte
= Integration with MATLAB
= A e . ™
= Multi-domain modelling = : L S
- Simulation and validation - e (O FoRL A=k
= Model-Based Design
E:— zb_& :::’:J Gemaij P!Dr:::l:;i:l-
»
Read;r 86%
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MATLAB for Artificial Intelligence

Artificial Intelligence

Machine Learning
Deep Learning
Image Processing
Reinforcement Learning
Predictive Maintenance

Data Science / Data Analytics
Signal Processing

...and more

Machine Learning

Deep
Learning
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Machine Learning is Everywhere

Solution is too complex for hand written rules or equations

. mp Hello! N\ '
learn complex non-
| linear relationships

Speech Object Engine Health
Recognition Recognition Monitoring

Solution needs to adapt with changing data

update as more data
‘ — becomes available

Weather Energy Load Stock Market
Forecasting Forecasting Prediction

Solution needs to scale

Dely s
IR EEEE]

i learn efficiently from
— very large data sets

loT Taxi Airline Flight

Analytics Availability Delays
: [=] 4% =
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Machine Learning is Everywhere

Overlay metrology

Tire Wear improvement Telecom customer Forecasting &
churn prediction Risk Analysis
ZnIDGESTONE Cognizant "ﬁ‘!ﬂ

.
T

Monitor Deployed

Detect Oversteer messsssm  Building energy "y Portfolio
.Comr')r(.essors. Atlas Copco use optimization Building;:_ . Allocation Aberdeen
using Digital TWin s
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What is Machine Learning?

Machine learning uses data and produces a program to perform a task
Task: Human Activity Detection

ﬁadiﬁonal Approach

\ Machine Learning Approach X.

A i,

H4 ®
Computer |h . Mach.ine |h
Program — Learning

] ]
Hand Written Program Formula or Equation
model: Inputs = Outputs
If X_acﬁ > O.irrnNG Yactivity
t " n _
cn = B1Xacc + B2Yace _
IfY_acc<4andZ_acc>5 + BaZ e + Machine -
then “STANDING” 34acc model = < Learning >(sensor_data, activity)
\ / Algorithm
[=] 4% =
f . : . =
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There are two ways to get a robot to do what you want
II‘III‘II Data é
@m"
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There are two ways to get a robot to do what you want

II‘III‘II Data é
Gy
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There are two ways to get a robot to do what you want

i Data é _
"-m;.
D

o
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There are two ways to get a robot to do what you want

Machine Learning

i|||l|‘|l Data

O
o Output

Deep Learning
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Machine Learning Workflow

Access and Explore Develop Predictive Integrate Analytics with
Preprocess Data
Data Models Systems

0 D

Files Working with Model Creation e.g. Desktop Apps
Messy Data Machine Learning
' -

sy 4

Databases Data Reduction/ Parameter Enterprise Scale
o Transformation Optimization Systems
: ' MATLAB Excel
. exe C/C++
' Java dil
Sensors Embedded Devices
S = and Hardware
® 4 = P
) =
- <
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Types of Machine Learning

Type of Learning Categories of Algorithms
Objective:
Regression Easy and accurate computation of day-
Supervised ahead system load forecast
Learning
7000 . Neural Network
- Classification esoo
Develop predictive < 6000
. model based on both %5500
Machine input and output data S 8000
Learning 4500
4000
Febl 28 Mar 02 Ma; 04 Ma; 06 Ma; 08 Ma‘r 10 Mar 12
* Linear Regression, Generalized Linear Regression, o
Nonlinear Regression, Mixed-Effects, Stepwise, 400 ; : : .
Gaussian Process Regression w00 |
N
* Output is a real number 5
(temperature, stock prices).
Fek; 28 Mar 02 Ma; 04 Ma‘rOG Ma; 08 Ma‘MO \ Mar 12
2013 E'FE
¢ . . . . =
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Types of Machine Learning

Type of Learning Categories of Algorithms
Objective:
Regression . . r- .
, Train a classifier to classify human
Supervised .
Learning activity from sensor data
Develop predictive Classification Data:
. model based on both
MaCh!"e input and output data Inputs 3-axial Accelerometer E
Learning 3-axial Gyroscope
« Decision Trees, Nearest Neighbor, Support Outputs X 2 A
Vector Machines, Ensemble Methods, X }M L# /H\ ==
Discriminant Analysis
e Qutput is a choice between classes
* (True, False) (Red, Blue, Green)
, [=] 4% =
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Types of Machine Learning

Type of Learning Categories of Algorithms Ob. .
jective:
Supervised Regression Given data for engine speed and vehicle
Learning speed, identify clusters
Develop predictive * Discover a good internal representation
model based on both Classification * Learn alow dimensional representation
input and output data
Machine ‘ : G
Learning - ‘ o
[+ 5th |
Unsupervised Clustering '
Learning

Discover an internal
representation from
input data only

* Hierarchical clustering, k-means clustering, . ¥ o 3-'.l3‘ﬂ1-:""' "',
Gaussian micture models, Spectral clustering | ﬂ_,}:_g e e
- AP,
— (=133 =]
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Statistic and Machine Learning Toolbox

. pr?d.mmi':ffj;iiﬁﬂd rsponses

v Provides functions and apps to describe, analyze, oo oo %

and model data. Use descriptive statistics, o R

visualizations, and clustering for exploratory data 2% % ege )

analysis; fit probability distributions to data. 1o °°
v Regression and classification algorithms let you 2 , 0 : 2 :

draw inferences from data and build predictive : Lt |

models either interactively, using the Classification . i

and Regression Learner apps, or programmatically, Nf ., “igﬁeeﬁé/

using AutoML. PR oo

Lk
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Classification Learner App
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Classification Learner App

Dogukan Mehmet +

) &

T = )
r 8 & Goto File .Efa

Import
Dasta

New % Open (3 find Files

Script  Live Seript -

ILE v,

& & & & > OneDrive > Sunumiar > ASYU_BTU > Machine Learning with MATLAB » cht
Command Window

Date | New to MATLAB? See resources for G

* Press (Ctrl| + [Shift

Size

623 K8 82772

1 preparedData mat

- Workspace
Value Size Class

Name

Authorized Reseller
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Regression Learner App

Regression models

4 import
__ &) New Session from File - o X

) Data set Validation
M ki Data Set Variable
describe the | [ -
relationshi P i | Repomse | e B 7ol @ | T
> v‘: Modei Number (v | | | 1| | [E4] Validation Predicied vs. Actual Piot x
between a res ponse : T JE 0
: charoe: Firne Tree Validation Predicted vs. Actual Plot for Predictions: model 2.1 —
( 0 u t p u t ) Va rl a b I e , g Predictors :v,c:a:::al::i RMSE e .i;rfs .
and one or more =] =
| v
. . | I
predictor (input) 4
variables.
How to prepare data 15
Chooze : Azzess
: Train : Export  —
Select Data and Regression : Regrassion 3
Validation Model bl Model e e
Options Performance i
]
F
$ MathWorks e ot GG
athVvorks Bizi TAKIP EDIN!
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Regression Learner App

3 &
New MNew
Script LiveSeript =

@ B @ > OneDive > Sunumlar > ASYU_BTU » Machine Learning vith MATLAB » ch2

B, - <

Size Datel New to MATLAB? See resources for Getling Starled

>
33KB 872772

>
Workspace : b

Name Value Size Class

FIGES &\ MathWorks
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Unsupervised Learning

Clustering

Data Clustering / Unsupervised Learning

Discover patterns by grouping data using k-means, k-medoids, DBSCAN, hierarchical
clustering, and Gaussian mixture and hidden Markov models.

DBSCAN Using Euclidean Distance Metric . Scatter Plot and Cluster 1 Posterior Probabilities
6 T T '3 e T T
7
BRI o [ F :
L o' Lepem| * 2 - - 0.9
- + & i o
F " . 4 e g 6 =3 o
4 »' . 2 1 T E™ 0.8 ol
i . N * i nelgAR o mo D
o - ey T L = Em Bo o
] . % P - 5 o e o
r. . PR R 07 = b o
! e 2 1%*4 &) e o ] o é'ﬁEuE‘nEun o
? ' ' T - 5 "ot 3 o
2 o ™ :&h& ++%¢+ . o, 06 s %E
-, . % ¥ g o K| oo
0 . L] i & 3
L3 L ] k]
. °:. ": L e g?;’o o e Cluster 1 04 5
b 2 :. 2 s " Togpake o O Cluster2 g B 24
N o ° o, &,0 0% o g | {03 E
% ' ? op 02 14 o T S Y e ———
. . * 4 &8 8 —— 2
2 % e o 7 a 25
PP VL . T g : G p a5 7
4r - i 2 .n‘.‘:a 3 4 1 4 45 4
& - Sepal Length Sepal Width
R
£ -4 2 0 2 4 6 8
5 "
-6 -4 2 0 > 4 6

Applying DBSCAN to two concentric groups. Scatter Plot and Clusters K-means Clustering Results

e
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Machine Learning Wrap-up

Min objective vs. Number of function evaluations

Automated
Model
Optimization

Interactive
Model Training

Min objer

0.05

Preprocess
Import ga ta Engineer

Data
Features Integrate

! !

Clean Messy Raw Data Feature Selection Automated Code

Deploy &

= : —RCA wemhts - - .
= Task ™| - wnsi] |
= | &= Generation
| _ I
DATA PREPROCESSING ol | T - ~ ‘
o | +T
= [ = (Al E=h = ==
&y lead = @) & = @Y
Clean Missing Clean Outlier Find Change Find Local Join Tables Remove Smooth Data 2t - T
Data Data Points Extrema Trends I - .,‘T — = e ~
Signt mdex

¢( I— ‘ & MathWorks:
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Machine Learning Summary

Machine Learning Onramp (2 hr online introduction)

Practical Data Science with MATLAB (4 course Specialization)

Five Inferactive Apps for Machine Learning

M a Ch | ne Lea rn | ng Wlth MAT LAB No matter what type of problem you're frying to solve, MATLAB® is here to help. Discover apps to

interactively model, fit, and label data for machine learning.

* Qverview, Cheat sheet

Machine Learning Intro (Tech talks)
Machine Learning with MATLAB Introduction (eBook)
Mastering Machine Learning (eBook)

Applied Machine Learning (Tech Talk videos)

| Classification Leamer | ‘ Regression Leamer

Machine and Deep Learning
* Deep vs. Machine Learning: Choosing the Best Approach (eBook)
* Deep learning Onramp (2hr online introduction)

,  mgm
¢ FicEs &\ MathWorks BiZi TAKiP EDIN! %%
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MATLAB for Atrtificial Intelligence

Artificial Intelligence Machine Learning

Deep Learning
Image Processing
Reinforcement Learning
Predictive Maintenance

Data Science / Data Analytics
Signal Processing

...and more

Machine Learning

Deep
Learning

VVVYVYYYV|V|V
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MATLAB Deep Learning used in Industry

B Development concept DENSOTEN

@ Process to use existing development assets effectively

[ implementation to low-spec processor|
1 | Code generation for AT 2 | Make Al calculation
implementation on ECU L‘rljr’arv code a library

Existing
::nnlml development process

De wvelop a\gnrwmms Dv

repeating simulatio

Automatic Defect b@ ‘ B Seismic Event Detection

Detection é ‘w’ | Shell

AI I’b u S [ Off-board verification

oo 3" L"Possible to integrate Al models
‘o e to existing control models for
cirmuilatinn

w

ECU Vehicle Control
Denso

¢ Of=10]
¢ Fices ‘ ‘\MathWOrkS“ Bizi TAKiP EDIN! %%
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What is Deep Learning?

Machine Learning

Machine Learning
CARv <‘\
Deep Learning TRUCK X
Neural Networks S MACHINE LEARNING .
. : O O .
with many Hidden - O .

Layers

BICYCLE X
\_
* Learns directly from data % )
CONVOLUTIONAL NEURAL NETWORK (CNN]) CAR “
* More Data = better model o
: . 3% TRUCK X
* Computationally Intensive | .
'- = o= > :

Not interpretable == ————. | 1 e

k BICYCLE X)

¢ Wi EGE
¢ FicEs ‘ 4\ MathWorks BiZi TAKiP EDIN! %%
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Machine Learning vs Deep Learning

[E==]
VN
GOOD HARDWARE? LOTS OF DATA?
4 N
Machine Learning | Deep Learning
Training dataset Small Large
Choose your own features | Yes No
NO YES # of classifiers available Many Few
1 1 kTroining time Short Long )
MACHINE LEARNING DEEP LEARNING
C‘ FIGES ‘ & MathWorks: BiZi TAKiP EDIN!
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Applications of deep learning for images and video

YOLO v2 (You Only Look Once)

Semantic Segmentation using SegNet

‘0 FiGES ‘&MathWorkS” BIZI TAKIP EDIN! =B
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Applications of deep learning for signal processing

File Tools View Playback Help

PSR

(0 I g At A A T e A A, o TP A A 9 o A Y A e AR A A st it A A

| M & VideoPreview - Microsoft.. — O X

# Figure 2: Acquisition Control

Pause

Actual: Laying
Estimated: Laying

Offset=31.317 (mins) T=1879.04

Signal Classification using LSTMs

(( FiGES &\ MathWorks
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Deep Learning Workflow

ACCESS AND EXPLORE LABEL AND PREPROCESS DEVELOP PREDICTIVE INTEGRATE MODELS WITH
DATA DATA MODELS SYSTEMS

Files Data Augmentation/
Transformation

_ ;

Hardware-Accelerated
ining

\‘/I:\VIDIA.

Databases Labeling Automation Hyperparameter Tuning
= e =
Sensors Import Reference Network Visualization

}((((( wm&;ﬁ@

Desktop Apps

Py =

=
| ——

E TM G

NEXT

Eljerprise Scale Systems

Java

MATLAB
C/C++

Python

Embedded Devices and
Hardware

=P
£ =2

f S OES ‘ 4\ MathWorks

Authorized Reseller
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Import Data for Deep Learning Networks

ACCESS AND EXPLORE
DATA

202 205 202 188 176 169 178 186 183
203 206 189 178 181 183 182 154 87
4 |203 192 184 186 177 167 153 181 192
R o mome s w0 wome w0 ol [ 31 158 185 2 29 266 293 0 M 34 3]
A |166 165 154 154 138 137 169 170 211
: 158 150 145 183 144 156 158 154 179 H H
d [ oo e e uw amw Signals are numeric vectors
4 4 51 98 144 129 130 143 178 123
‘ 107 50 33 95 152 173 192 159 87
! B |104 100 84 120 132 172 131 64 94

n ‘
- i1 m
199 206 208 201 188 173 165 164 180 | ._u‘m\” / k.\_,:r"\,l
St - I).t"' -
J
il

119 101 97 81 9% 109 87 106 111
127 122 110 97 108 120 133 131 134
Databases 111 117 108 119 131 143 146 141 156
126 122 113 119 139 142 155 161 151
129 126 130 111 103 130 149 149 156
138 128 136 144 136 129 13 122 145 . .
The Bird Flies=[0 13 5 6]
Images are a numeric matrix
Sensors The Leaf Is Brown=[13 3 11 2]

(
K((( Text is processed as numeric vectors

e
. &\ MathWorks Izi TAKiP EDI Zis
& cices | 4 BiZi TAKIP EDIN! =
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Deep Learning requires a lot of data

« 0 A

Authorized Reseller
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Automated Labeling Apps

LABEL AND PREPROCESS
DATA

Data Augmentation/
Transformation

Labeling Automation

Import Reference
Models

e e

<\ Ground Truth Labeler

n Bird's Eye View

% € Colormap|Red to... ¥ Ego Direction

Hide Ground |Shrink| Snap to Cluster Colorman ValueZ Boare e Restore B Chase View o
Ground Settings || to Fit ‘ Cluster Settings 2 EREOM T Default View A Ego View

GROUND CUBOID COLORMAP CAMERA VIEW :
\ ROI Labels | Scene Labels | | video_01_city c2s _fow_10s [ lidarSequence
Label Sublabel Attribute
| v Vehicle
¥ car | Oa
» TailLight 1 O

I
00.00000
Start Time

07.50000

Current

10.20001 10.20001

End Time Max Time

& 4\ MathWorks

FIGES
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Synthetic Data Generation

“’& 4
e Edit V D Diagr Si A G H File Explorer Simulation View Tools Wi Help A x
e 1 e - N L9-RIOT F-Ykeyl il Juldi=0 50 1= M= +) B4 |view convention: v|| | B @ F AL L 0O ~
Mechanics Explorer-sm_pump_triplex
sm_pump_triplex
2, sm_pump_try e
LABEL AND PREPROCESS “ t ¢ P
i + Pump -~
DaTA s b Connaction ' :
Data Augmentation/ L
Transformation ! {'
l-}“ ‘
¢ 5 L
Driver: Motor Pump Q
Labellng Automation |4 Pressure with Noise - L * 3 \ d o
File Tools View Simulation Help = $| a} :
Q- 40P ® - Q- E-FA- :
@ 20 H® 132 ~f— |time)15

Import Reference . §
Diagnostics: On

Models

No Fault Blocked Inlet Seal Leak Worn Bearing

|Ready Sample based |T=1.500

211% auto(ode23t)

‘( FIGES AMathWOﬂ{S‘“ Bizi TAKiP EDIN!
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Automated Labeling Apps Save You Weeks to Months

LABEL AND PREPROCESS
DATA

Data Augmentation/ m —= ¥
Transformation oF st e 2 T R B i e . — T
v Image Labeler app to label Signal Labeler app to label -
images manually and semi- signals manually and semi-
Labeling Automation aUtomatlca”y' aUtomatica”y- ) ,L,m..;l",., S R R
AUTOMOTIVE AUTOMOTIVE | 1 ! ol /.
- ] : : :
T g Diagnostic Feature Designer to
——— - - extract time and frequency domain
Hodois SIGNAL PROCESSING AND COMMUNICATIONS SIGNAL PROCESSING AND COMMUNICATIONS featu res from signals.
A h |
HH H (1 Audio Labeler  Signal Labeler Audio Labeler  Signal Labeler
IMAGE PROCESSING AND COMPUTER VISION IMAGE PROCESSING AND COMPUTER VISION
& & = & L] )
Image Labeler Lidar Labeler Video Labeler Image Labeler Lidar Labeler Video Labeler

Authorized Reseller
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There are 2 training approaches for Deep Learning with Images

-
MoDELS Train a deep neural network from scratch

ONVOLUTIONAL NEURAL NETWORK [CNN) ' CAR \/
Hardware-Accelerated
Training ( 95%
& oy LEARNED F(EATS . la%] e TRUCK X
:. > :.:.: .'- ..-:' eee E [— >
= = y, P % *L . 2% q :
w—p BICYCLE X

Use a pretrained model

Network Visualization

: ~ CAT v
B jumslp  PRE-TRAINED CNN \—C
‘ .‘ DOG X

-ﬁ%\

e
. &\ MathWorks Izi TAKiP EDI Zis
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Designing a network from scratch requires some knowledge

Feature Extraction - Images Activation Functions
e 2D and 3D convolution * RelU
* Transposed convolution (...) * Tanh({...)

Hardware-Accelerated
Training

Normalization

LSTM * Dropout
BiLSTM * Batch normalization
Word Embedding (...) (...)

Network Visualization

Research papers and doc examples can provide guidelines for creating
architecture.

e
. &\ MathWorks Izi TAKiP EDI Zis
& cices | 4 BiZi TAKIP EDIN! =
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Start with pre-built models and existing examples

DEVELOP PREDICTIVE
MODELS

Hardware-Accelerated
Training

Presassy
Tl

FC FG L
nvinia

Hyperparameter Tuning

Network Visualization

-
Use pre-built models
Image classification models
AlexNet, GoogleNet, VGG, SqueezeNet,
ShuffleNet, ResNet, DenseNet, Inception...
.

Reference examples

Object detection
Vehicles, pedestrians, faces...

Semantic segmentation
Roadway detection, land cover classification,
tumor detection...

Signal and speech processing
Denoising, music genre recognition, keyword
spotting, radar waveform classification...

...and more...

. ") Don't Reinvent
Transfer Learning
Modify and reuse pre-built models
Get started with Transfer Learning
e | = | e By @mE Perfect It
maami = B3
s zer y
AlexNet
- ion- SqueezeNet
VGG-16 ResNet-18 Inception-v3 q
- - MobileNet-v2
VGG-19 ResNet-101 DenseNet-201
- i ShuffLeNet
GoogleNet ResNet-50 Xception
Get started Effective for object Lightweight and
with these detection and semantic computationally
Models segmentation workflows efficient

¢ rices ‘ 4

MathWorks'
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Data Preparation Demo — Pre-recorded Video

[ Live Editor - CAU: D entsLarge\GitLab,_Internal|P_CV_C g
UIVE EDTOR INSERT
i - LiCompare b @ A8 Normal ¥ = = 4 Refactor ¥ =| Section Break &
0 Hd e wll = ] &= P S
Hiewn 1 Operis Kot R SXEN g oo S A R (2 T UM s o] ok sz.{% B Runandadance o 5 sop
v v v kot~ ~ [ Bookmark ¥ = - - 5 @ |Secudn| P2 Runto End
56

CODE

Partd] DataPreparationmie - | +

PCB Defect Detection

Part 1: Data Preparation

Copyright © 2024 MathWorks, Inc.
Data Preparation

Data cleansing and
preparation

Q Human insight

Simulation-
generated data

o detect, localize, and classify defects in printed circuit boards (PCBs) using a YOLOX object detector.

This example shows hov
PCBs contain individual electronic devices and their connections. Defects in PCBs can result in poor performance or product failures. By detecting defects in PCBs, production lines can remove faulty PCBs and ensure that electronic devices are of high quaiity.

Configuration
Make sure we run this as a project.
1 toy
2 prj = currentProject;
3 catch
s open("PCal toetection.pri®);
5 OpenPartl;
6 prj = currentProject;
7 end

Download PCB Defect Data Set
This example uses the PCB defect data set [1] [2]. The data set contains 1,386 images of PCB elements with synthesized defects. The data has six types of defect missing hole. mouse bite, open circuit,
category in different locations. The data set contains bounding box and coordinate information for every defect in every image. The size of the data setis 1.87 GB

B . . - . .

Mouse Bite - - Spur - - =

Zoom: 100% UTF-8 ¥ script

hort, spur, and spurious copper. Each image contains multiple defects of the same
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Al modeling Apps automate training, tuning, visualization...

5

DEVELOP PREDICTIVE
MODELS

Hardware-Accelerated
Training

| {Th> (= i1 . i y |t 0 e

x : i =

RO RO (P . e —————
:"'\O—‘ i | & e T s = & 7

-~
e
1>

e R ~ Deep Network Designer app ‘ ——
to build, visualize, and edit

Hyperparameter Tuning i

deep learning networks.

Learner app to try different
classifiers and find the best fit
for data sets.

‘%\ Experiment Manager app to
. ; run deep learning experiments

to train networks and compare

Network Visualization

results.
Of=10]
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Access pretrained models

Take advantage of the knowledge provided by pretrained networks to learn new patterns in new data
Find one directly in MATLAB

https://github.com/matlab-deep-learning/MATLAB-Deep-Learning-Model-Hub

Import it from other platforms

Converter for
] TensorFlow Models
H matlab-deep-learning / MATLAB-Deep-Learning-Model-Hub  public
TensorFlow
L) Notifications % Fork 102 Ty Star 407 -

<> Code () Issues M 1 Pull requests 1 ® Actions [ Projects D Security |2 Insights

¥ master ~ F o Go to file <> Code =~ About

Discover pretrained models for
deep learning in MATLAB

& jianghaw Merge pull request #17 from sureshmaddina/.. SdeeTd2 - 2 weeksago AL

MATLAB Converter for ONNX

Model Format

B images & www.mathworks.com/solutions/. Other

0 ucense 3 years g Frameworks
[ MATLABDeepLearningModel... updated MATLABDeepLearningM... g .

[3 README.md Adding a section called "Path plan... 2 weeks ago

[ SECURITY.md

[3 viewDeeplLearningModelHub... Script for launching the Deep Lear...

Converter for
PyTorch Models

(0 README &% License B Security

PyTorch
MATLAB Deep Learning Model Hub bl
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Modeling Demo

Detect Defects on Printed Circuit Boards Using YOLOX Network

4\ i\'lﬂ[ll\\’()l‘ S Products Solutions Academia Support Community Events

Help Center

TENTS Documentation Examples Functions Blocks Apps

Detect Defects on Printed Circuit Boards Using YOLOX Network

This example shows how to detect, localize, and classify defects in printed circuit boards (PCBs) using a YOLOX object detector.
This example uses
PCBs contain individual electronic devices and their connections. Defects in PCBs can result in poor performance or product failures. By detecting defects in PCBS, production lines can remove faulty PCBs and ensure that electronic devices are of high quality.

Computer Vision Toolbox

fnion Download Pretrained YOLOX Detector I} Deep Learning To
Computer Vision Toolbox Autornated
Visual Inspection Library

By default, this example downloads a pretrained version of the YOLOX object detector 1] using the dowr
example without waiting for training to complete.

ct Defects on Printed Circuit Image
Boards Using YOLOX Network

2dTrainedNetwork helper function. The helper function is attached to this example as a supporting file. You can use the pretrained network to run the entire

trainedPCBDefectDetectorNet_url =

downloadTrainedNetwork(trainedPCl t_url,pwd);

1load(“trainedPCs

DLOX.miat") 5

Download PCB Defect Data Set

This example uses the PCB defect data set [2] [3]. The data set contains 1,386 images of PCE elements with synthesized defects. The data has six types of defect: missing hole, mouse bite, open circuit, shart, spur, and spurious copper. Each image contains multiple defects of the same category in different
locations. The data set contains bounding box and coordinate information for every defect in everyimage. The size of the data set is 1.87 GB.

Specify dataDir as the location of the data set. Download the data set using the downloadPCBDefectData heiper function. This function is attached to the example as a supporting file

dataDir = fullfile(tempdir, s°); B Get~

downloadPCBDefectData(databir)

Perform Object Detection
Read a sample image from the dataset

samplelnage = imread(fullfile(dataDir,"PCB B Get -~
Warning: Division by zerc when processing CompressedSitsPerPixel. The value has been set to Nal.
Predict the bounding boxes, labels, and class-specific confidence scores for each bounding box by using the detect (Computer Vision Toolbox) function
[bboxes, scores,labels] = detect(detector,samplelmage); B Get~
Dispiay the results
imshow(sampleImage) B Get~

showShae( “rectanzle” .bboxes. Label=labels): |
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Simulation & Test Demo

— | iTIA0E ‘ detected D
yoloXDetect_v1

YOLOX PCB Defect Detector
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Deploy to Any Processor with Best-in-class Performance

INTEGRATE MODELS
WITH SYSTEMS

Code
Generation
_ NVIDIA.
Desktop Apps
v‘ = (
T = ZYNG
e | 7100
}Q"‘o
Enterprise Scale Systems J \Y
MATLAB -
Embedded Devices and ~ PrOdUCtion Server
Hardware ) Cloud Storage Dashboards
=1 | g :

vVVVYYVWY

| Broker (. -
.= il Cloud & Datacenter
Infrastructure
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Example: Deployment Algorithm to Microprocessor

4\ MATLAB R2020b - prerelease use

B o) ) ——

Task > < = Run Section Es
% ®i1 = & [E =
R Step  Stop

Control ¥ ] &l [@ | Section P} Run and Advance Run
efactor = = Break P&} RuntoEnd
SECTION

UTF-2 script

Ln 41 Col 45

Deploy defect detection algorithms from MATLAB
to ZCU102 board from Xilinx

Deploy defect detection algorithms from MATLAB
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Deep Learning Summary

Deep Learning Code Generation — Examples

Top Five recicoams Tha Une GorgLety

Code Generation for Deep
Learning Networks

Code Generation for
Semantic Segmentation
Network

Lane Detection Optimized

with GPU Coder

Quantize Residual Network
Trained for Image
Classification and Generat...

Parameter Pruning and

qQuantization of Image

Classification Network

from MATLAB

Deep Learning Code

Code Generation for Deep
Learning on ARM Targets

Generate and deploy

prediction on an ARM:

kage.

CPU Code Generation from MATLAB Applications

| MathWork —
4 Google

Deep Learning Prediction
with ARM Compute Using
codegen

n to generate code for a
ification applicat t
uses deep learning on ARM®
processors. The logo classification

ification with ResNet 50 )

Deep Learning Code
Generation on Intel Targets
for Different Batch Sizes

or an image
ication application that uses
ming on Intel® processors

Generate C++ Code for
Object Detection Using YOLO
v2 and Intel MKL-DNN

Generate G+ co
Object detection network.
Intel® processor. The generated
code uses the Intel Math Kerne!

Deploy Signal Classifier
Using Wavelets and Deep
Learning on Raspberry Pi
The workflow to classify human
diogram (ECG) signals
the Continuous Wavelet

Transform (GWT) and a

Deploy Signal Segmentation
Deep Network on Raspberry
Pi

Generate a MEX function and a
stand;
waveform sagme
Raspberry Pi

e executable to perform

Develop a deep leamning lane Quantize the leamable parameters in Use parameter pruning and
detection application that runs on

NVIDL Us, learning neural network that has

Code generation for an image
tation application that uses

Perform code generation for an
image ] that qr
uses deep learning. It uses the deep leaming. It uses the codegen

rk size.

the convolution layers of a deep quantization 1o reduce netw

residual connections and has been ith MobileNetv

codegen command to generate a

Quantization and Pruning

Parameter Pruning and
Quantization of Image
Classification Network

commiand to generate a MEX

Prune Image Classification
Network Using Taylor Scores

Prune Filters in a Det
Network Using Taylol

GPU Code

(.

Code Generation For Object
Detection Using YOLO v3
Deep Learning

Generate CUDA® MEX for a you only
look once (YOLO) v3 object det T
YOLO vaimproves upon YOLO v2 by
adding detection at multiple scales

Lane Detection Optimized
with GPU Coder

Develop a deep learning lane
detection application that runs on

from MATLAB i
=

Code Generation for Deep
Learning Networks

Perform code generation f
image classification apy
uses deep leaming. It uses the

codegen command to generate a

Deep Learning Prediction
with NVIDIA TensorRT
Library

Generate code for a deep leaming
application by using the NVIDIA®
TensorRT ™ library. This example
e codegen command to

Code Generation for a
Sequence-to-Sequence
LSTM Network

Demanstrates how 1o generate
CUDA® code for a long short-term
memory (LSTM) netwark. The
example generates a MEX

Traffic Sign Detection and
Recognition

Generate CUDA® MEX code for a
‘raffic sign detection and recognition
application that uses deep leaming.
Traffic sign detaction and

Deep Learning Prediction on
ARM Mali GPU

Use the cnncodegen function to
generate code for an image

classification application that uses
deep leaming on ARM® Mali GPUs

Logo Recognition Network

Code generation fora logo
classification application that uses
deep leaming. tuses a pretrained
network called LogoNet and

Deploy Signal Classifier on
NVIDIA Jetson Using
Wavelet Analysis and Deep...
Generate and deplay 3 CUDA®

E assifies human
electrocardiogram (ECG) signals
using features extracted by the

table

olsy mage 1et) and Dencised image right)

Code Generation for
Denoising Deep Neural
Network

Generate CUDA® MEX from
MATLABE® code and denoise
qrayscale images by using the
denoising convolutional neural

Code Generation for Object
Detection by Using YOLO v2

Generate CUDA® MEX, for a you only
look once (YOLO) v2 object detector.
AYOLO v2 object detection network
is composed of two subnetworks. A

Code Generation for
Semantic Segmentation
Network

Gode generation for an image
segmentation application that uses
deep leamning. It uses the codegen
command to generate a MEX

Code Generation for LSTM
Network on Raspberry Pi

Generate code for a pret
short-term memory networ

ined long
to

predict Remaining Useful Life (RU)
of amachine.

Code Generation for LSTM
Network That Uses Intel
MKL-DNN

Generate code for a pretrained LSTM
network that makes predictions for
each step of an input timeseries.

Cross Compile Deep
Learning Code for ARM
Neon Targets

Generate fibrary ode

r executal

on host computer for deployment on

ARM hardware target.
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Let’s do it together |




Signal Acquisition

=N - P

Collect Time- Pretrained User
Signals Frequency Network ID
Image
EaE
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Preprocessing Signals for Classification
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Pretrained Convolutional Neural Networks
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Converting Signals to Images

Flicker Harmonics Nominal Signal Notch

Oscillatory Transient Transient Impulse Spike Voltage Interruption Voltage Sag
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Extracting Training and Validation Data
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Modifying a Pretrained Network

Input Image Image — Features Features — Classification
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Transfer Learning

Load
pretrained
network

o)

B+

Modify final Set training Preparing
fully connected options training data
layer

Retrain with new

data
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Setting Training Options

[ trainingOptions J

___ Momentum

- InitiallLearningRate

—— MaxEpochs
(=133 =]
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Training and Evaluating the Network

Training [ trainNetwork j

‘‘‘‘‘‘‘‘‘

2 2@ .
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for PQD Signals (€ Click with CTRL + Left Click

mal ~ y Section Break en
omE [ Code Issues >
Q, Find = 7 [M 3 Run and Advance
= @] Debugger Step
* [ Boskmark ~ B | Run to End .
=] ﬁ 3 » C: » Users > Dogukankiinc » Downloads > ASYUBTU > ASYU BTU » Deep Leaming with MATLAB > Example » Solutions =
Files _model_te: > import_data_final mix
Name Size Date| CilsersiDi D ng ata_final mix

— ~ Live Seript
12 a_import_data_final.mix 4%8 o026k
E mix 6KB

CSV Dosyalarini Okuma

SEED - Power Quality Disturbance Dataset klasoriindeki her bir bozuima tord ayn CSV dosyasi olarak saklaniyor

: CSV i fablo (table) okur.

Flicker = readtable("s
2 Harmonics = readtable(
3 Interruption = readtable(
4 Notch = readtable(
5 Sag = readtable
6 swell = readtable("s:
7 Transient = readtable(

Satirlari Degiskenlere Dénistirme (rows2vars)

Workspace ; rows2vars: Tablo satifianni stuna donustirar
Value Size Class Yani, her satir bir degisken haline gelir.

Daha sonra ilk satun (RowNames) kaldinlip sadece sayisal degerler tutulur.

8 Flicker T = rows2vars(Flicker);
Flicker T = Flicker_T(:, 2:301);

Harmonics T = rows2vars(Harmonics);

[EissgT

s table 12 Harmonics T = Harmonics T(:, 2:301);
[ Transient. T ab 13 >,
Command Window
New to MATLAB? See resources for Getting Started.
>
i =) [~ Eddlor 100% UTF-8 LF Script
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Code Generation for ECG Data Project

ify ECG Signallsin Simulini X +
€ % mathworks.com/help/deeplearning/ug,

Tam Yer Iz

e Lo Matas O [ Search [ D 3 MATL & Tovim [

4\ MATLAB Help Center [eyiyiil Learning
r fion Examples Functions Blocks Answers
y ECG Signals in Simulink Using Deep Learning 2025

This example shows how to use wavelet transforms and a deep learning network within a Simulink (R) model to classify ECG signals. This example uses the pretrained convolutional neural network from the Classify Time Series Using
Wavelet Analysis and Deep Learning example of the Wavelet Toolbox™ to classify ECG signals based on images from the CWT of the time series data. For information on training, see Classify Time Series Using Wavelet Analysis and
g (Wavelet Toolbox).

This example uses

Deep Learr

ECG Data Description
Classify ECG Signals in Simulink Usi
Learning

This example uses ECG data from PhysioNet database. it contains data from three groups of people:

ON THIS PAGE 1. Persons with cardiac arrhythmia (ARR)

ECG Data Description 2. Persons with congestive heart fallure (CHF)
Algorithmic Workfiow 3. Persons with normal sinus rhythms (NSR) Open in MATLAB Online

earning Simulink Model It includes 96 recordings from persons with ARR, 30 recordings from persons with CHF, and 36 recordings from persons with NSR. The ecg_signals MATile contains the test ECG data in time series format. The image classifier in [

mmand ‘

ing Subsystem this example distinguishes between ARR, CHF, and NSR
Algorithmic Workflow
The block diagram for the algarithmic workflow of the Simulink model is shown
Apply Continuous Obtain scalogram from Predict the label and
Wavelet Transform to wavelet coefficients confidence by feeding
get wavelet and convert to an the scalogram in a
coefficients from ECG image of size pre-trained
signal. 227x227x3. SqueezeNet CNN.
ECG Deep Learning Simulink Model
The Simulink model for classifying the ECG signals is shown. When the model runs, the Video Viewer block displays the classified ECG signal.
(O Get ~

open_systea("

Classify ECG Signals in Simulink Using Deep

F
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