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Kullanic1 Yorumlari Uzerinde
Makine Ogrenmesi Yoluyla Duygu Analizi

Ozet

Gelisen rekabetci pazar arastirmalart icerisinde sirketlerin  miisterilerle
etkilesiminin kuvvetlendirilmesi; iirtin gelistirme, pazarlama gibi alanlarda
bliyiikk faydalar saglamaktadir. Giliniimiiz teknolojisi, sirketlerin karliligini
artirmada geleneksel yontemlerin hantalliginin aksine hizli ve kesin ¢oziimler
gelistirebilmektedir. Bu arastirma, kullanict yorumlar1 ile derlenen bir veri
seti lizerinde cesitli makine Ogrenmesi ve dil isleme teknikleri uygulanarak
olusturulacak modeli incelemistir. Bu model, kullanici yorumlarini olumlu,
olumusuz veya tarafsiz olarak siiflandirmaktadir. Ikinci asama olarak, yapilan
yorumun hangi konuyla(Kargo, Satici, Uriin Performans vb.) ilgili oldugunu
tespit etmektedir. Elde edilen modeller test edilerek basari oranlari, dogruluk
oranlar1 analiz edilmistir. Kullanilan cesitli algoritmalar performans yoniinden
karsilagtirilmigtr.

Anahtar Kelimeler : duygu analizi, makine 6@renmesi, dogal dil isleme
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Sentiment Analysis on E-Commerce
User Reviews via Machine Learning

SUMMARY

Strengthening the interaction of companies with customers in competitive markets
provides great benefits in areas such as product development and marketing.
Today’s technology can offer fast and precise solutions that can save companies
from the unwieldiness of traditional methods. This research examined the model
to be created by applying various machine learning and language processing
techniques on a data set compiled with user comments. This model classifies user
reviews as positive, negative, or neutral. As the second step, it determines which
subject (Shipping, Seller, Product Performance, etc.) the comment is related to.
The obtained models were tested and their success rates and accuracy rates were
analyzed. Various algorithms used were compared in terms of performance.

Keywords : sentiment analysis, machine learning, natural language processing
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1. GIRIS

Giinlimiizde her sektdrde ortaya ¢ikan memnuniyet Olciimii, rekabet halindeki
firmalar i¢in bagariya ulasmada olduk¢a dnemli bir faktordiir. Miisteri memnuniyetini
miisterinin aldig1 hizmetten memnun kalma diizeyi olarak tanimlayabiliriz. Miisteriler
satin aldiklar1 hizmet veya iirlin hakkindaki memnuniyet durumlarini cevresindeki
diger tiiketicilerle paylagsma ihtiyact hissederler. Bu paylagim ilk zamanlarda sozlii
olarak tiiketicilere ulasirken; giiniimiizde e-ticaretin gelismesiyle aligveris sitelerindeki
yorumlar iizerinden ilerlemektedir. Kullanicilar satin aldiklar1 veya kullanma firsati
elde ettikleri iirtinler hakkindaki deneyimlerini iiriin sayfasinda paylasabilirler. Bu
paylasim kimi zaman iiriinle ilgili kimi zaman {iiriiniin saticisiyla ilgili olabilir.

2022 yil1 verilerine baktigimiz zaman internet kullanicilarinin yiizde 58.4’1i her hafta
cevrimigi bir aligveris yapiyor. Bu oran diisiiniildiigli zaman e-ticaret deneyimi elde
eden kullanici sayisi, veri kaynaginin miktar1 ve cesitliligi giin gectikce artmaktadir.
Cesitli kullanict yorumlarini, herhangi bir bilgi isletim sisteminin siizgecinden
gecirmeden; takip etmek, analiz etmek ve ticari anlamda faydaya cevirmek miimkiin
degildir. Bu noktada miisteri memnuniyetini Olgmek icin geleneksel pazarlama
yontemlerin yetersiz kaldig1 alanlarda otomatize edilmis programlara ihtiyac vardir.
Bu ihtiyaci kargilamak icin; makine 6grenmesiyle egitilmis modeller, analiz siirecini

daha az kaynakla daha hizl1 bir sekilde tamamlayabilir.

1.1 Tezin Amaci

Bu calisma e-ticaret sitelerindeki kullanici yorumlart ile olusturulacak veri setini
hazirlamayi, dogal dil isleme ve makine O0grenmesi yontemleriyle duygu analizi
ve kategorizasyon tahminleri yapabilecek modeller gelistirmeyi ve bu modelleri
karsilastirmay1 amaclamaktadir. Tez calismasi siiresince izlenecek adimlar asagidaki

gibidir:

¢ Veri setini internet iizerinden elde etmek:



— Scrapping

* Veri setinini iglemek:

Tokenizasyon

Lemmatizasyon

Word Correction

Anlam ifade etmeyen kelimelerin temizlenmesi
* Makine 6grenmesi modelini olusturmak:

— Duygu Analizi

— Siniflandirma

* Sonuglarin incelenmesi

1.2 Literatiir Arastirmasi

Duygu analizi olduk¢a popiiler bir arastirma konusu olmasina ragmen yapilan
calismalarin ingilizce metin agirlikli olmasindan dolayi, tiirkce metinler {izerinde
makine 6grenmesi ile birlikte kullanimi arastirmaya miisait bir alandir.

[1] Bu ¢calismada veri seti olarak film yorumlarinin bulundugu Internet Movie Database
arsivi kullanilmustir. Ilgili veri seti iizerinde unigram, bi-gram, ikili birlesimler,
POS gibi 6znitelik ¢ikarma yontemlerini kullanarak model i¢in gerekli vektor uzay
modellerini olusturulmustur. Bu modelleri kullanarak olusturulan veri seti ile NB
ve SVM gibi algoritmalar kullanarak siniflandirma islemi yapilmistir. Bu caligmalar
sonucunda yapilan analizlerde en iyi sonu¢ %82,9 oraniyla unigram ile hazirlanmig
veri setinin SVM yontemiyle egitilmesi ile elde edilmistir.

Go, Bhayani ve Huang, 2009 yilinda yaptiklar1 ¢alismalarinda [2] veri seti olarak
Twitter verilerini kullanarak denetimli 6grenme yontemiyle duygu analizi yapmay1
amaclamiglardir. Calismadaki veri seti toplam 1 milyon 600 bin tweetten olugmaktadir.
Bu tweetlerin 800 bini olumlu 800 bini olumsuz olacak sekilde secilmigtir. Olusturulan
veri seti bigram, unigram ve bigram-unigram yoOntemleri bir arada kullanilarak
analiz edilmistir. Makine 68renmesi algoritmalarindan NB, SVM, Maximum Entropi

siniflandirma yontemleri kullamilmigtir. Calisma sonucunda NB ve bi-grama gore



%81,6 dogruluk orani, SVM ve unigrama gore %82,2 dogruluk oram elde edilmistir.
En iyi performans Maximum Entropi ve unigram ile bi-gramin birlikte kullanilmasi

sonucu %83 dogruluk orani ile elde edilmistir.

Pazarlama sektoriinde, miisterilerin firmalar hakkinda goriislerinin analizi amaciyla
Twitter ve duygu analizi tekniklerinin beraber kullanildig1 c¢esitli c¢alismalar
bulunmaktadir. Mostafa [3], telekomiinikasyon, hava yolu ve saglik sektorii gibi
cesitli sektorlerden firmalari i¢cin Twitter paylasimlarinda ilgili firma adlarinin yaninda
en sik kullanilan kelimeleri belirlemeye calismistir. He ve arkadaglari [4] belirli
bir sektordeki ii¢ firmanin Facebook ve Twitter iizerinden elde ettikleri veriler ile
miisteri memnuniyetini 6l¢cmeye calismiglardir. Takipci, yorum sayilari, paylasim
sayilari, iletiler belirli yontemler kullanilarak degerlendirilmigtir. Ghiassi [5] ise
literatiirdeki modellerden farkli olarak gelistirdikleri algoritmalar ile Twitter’dan
bir marka hakkinda miisteri yorumlarimi derlemis ve bu verilerle duygu analizi
yapmislardir.

Tiirkge veri setleri lizerinde de duygu analiziyle ilgili olarak calismalar mevcuttur.
Nizam ve Akin [6], simiflar i¢erisindeki veri dagiliminin siniflandirma algoritmasindaki
bagar1 oranina etkisini aragtirmistir. Twitter {izerinden toplanan veriler dengeli ve
dengesiz olmak iizere 2 gruba ayrilmistir. Bu 2 farkli veri seti olumlu, olumsuz ve
tarafsiz olmak tizere 3 ayn siifa ayrilarak etiketlenmistir. Gida sektoriindeki bazi
firmalarin farkl iriinlerine ait tweetlerinden Dengesiz veri seti i¢in 1113 olumlu, 277
olumsuz ve 610 tarafsiz veri olmak iizere toplam 2000, dengeli veri seti i¢inse 257
olumlu, 277 olumsuz ve 299 tarafsiz veri olmak iizere toplam 824 tweetten igeren bir
veri kiimesi incelenmistir. NB, RF, SVM, KNN ve DTs smiflandirma algoritmalari
kullanilarak dogruluk, kesinlik, duyarlilik ve kappa istatistigi sonuclarina gore 2 veri
kiimesi karsilagtirllmistir. Bu modellerin bagsar1 oranlarina gore karsilastirildiginda
dengesiz veri seti dengeli veri setine gore daha kotii performans gostermistir. Yani
siniflandirma algoritmalarinin basart oranini etkileyen unsurlardan birisi, incelenen
siniflardaki veri dagilimlaridir. Bu calismada %72,33 dogruluk orani ile en 1iyi

performans1 SVM siniflandirma algoritmasi saglamustir.

Fatih Samet Cetin ve Giilsen Eryigit’in yapmis olduklar1 calismada [7] veri seti olarak
restoran yorumlarindan olugsan Tiirkce metinler tizerinde Tiirkge hedef tabanli duygu

analizi yontemi kullanilmigtir. Hedef tabanli duygu analizinde kisilerin herhangi bir



iriin hakkindaki olumlu veya olumsuz diisiincesini tespit etmek yerine, o {iriiniin
bir ozelligiyle ilgili memnuniyetini 6l¢gmek amaclanmaktadir. Hedef tabanli duygu
analizinde, bir tanimlama grubu kullanilir. Bu tamimlama grubu temel olarak dort
bilgi barindirmaktadir: Hedef kategori belirleme,Hedef terim belirleme, Hedef kategori
ve hedef terimin ayn1 anda belirlenmesi ve Duygu sinifi belirleme. Hedef kategori,
hedef terim ve ikisinin ayn1 anda belirlenmesi gorevleri icin, kelime vektorleri ve
dogal dil isleme ciktilart kullanan kosullu rastgele alanlara (CRF) dayali bir dizilim
etiketleme algoritmasi tasarlanmis ve her ii¢ gorevi de tek asamada ¢ozebildigi
gosterilmigtir. Elde edilen sonuglar ile bu ilk ii¢ gorev icin literatiirdeki en yiiksek
basarimlarin elde edildigi goriilmiistiir: Hedef kategori belirlemede %66,7 F1-skoru,
hedef terim belirleme %53,2 F1-skoru, hedef kategori ve hedef terimin ayn: anda
belirlenmesinde %46,7 F1-skoru. Bunun yani sira, duygu sinifi belirleme i¢in ciimle
analizi sonucunda hedef terime yakin kelimelerden 6zellik se¢cimine dayal bir lineer
siniflandirma yontemi sunulmusg ve literatiirde sinirh sistemler tarafindan raporlanan
en bagarili sonug (%76,1 F1-skoru) elde edilmistir. Bu caligmada Tiirk¢ce hedef tabanh
duygu analizi calismalarinda, hedef terim ve hedef kategori bulma goérevlerinde, kelime
vektorlerinin pozitif etkileri ve Tiirkce’nin serbest dizilimli yapisi sebebiyle ortaya
cikan problemleri asmak amaci ile tiim alt gorevlerde baghilik ayristirict kullanmanin

faydalar ortaya ¢ikarilmigtir.

Meral ve Diri [8] , twitter iizerinden olusturulan veri seti {izerinde 9 farkli kategori
icin alg1 analizi calismas1 yapmustir. Bu calismada dogal dil isleme ve NB, RF, SVM
gibi makine 6grenmesi yontemleri kullanilmistir.2-gram, 3-gram ve kelime tabanh
yontemler ile egitilen sistemlerde dokuz farkli alan ve biitiin alanlar1 iceren veri
setleri kullanilmistir. Destek Vektor Makinesinin alanlarin ¢ogunda ve alan bagimsiz
veri setinde en iyi f-Ol¢iim degerlerini verdigi goriilmiistiir. Bazi alanlarda Naive
Bayes basarili olsa da Rasgele Orman ve diger yontemlerden daha az basarilidir.
Dokuz farkli alan ve birlesiminden olusturulan veri setleri ile sistem egitildiginde
kelime tabanli yontem kullanildiginda %89.5’1ik basar1 alinmigtir. N-gram yontemi,
alan bagiml verilerde %90 gibi yiiksek basar1 vermesine ragmen, alan bagimsiz
verilerde ayni bagariy1 gosterememistir. Bu calismada kelime tabanli bir dogal dil
isleme siirecinden gecirilen Twitter verileri ile simiflandiricilar egitilmis ve %90’a

yakin bagarili siniflandirma performansi gosteren bir sistem gelistirilmistir.



2. BILIMSEL ARKAPLAN

2.1 Dogal Dil isleme

Sosyal medyanin ve internetin yayginlagsmasiyla beraber metinler {izerindeki
duygunun ve fikrin arastirilmasi borsa, medya, politika gibi alanlarda pek c¢ok
yonde fayda saglamistir. Uriin kampanya ve reklamlarinin kullanici iizerindeki
etkisi, politikacilarin kampanyalarina halkin tepkisi, iiriin yorumlariin tedarik zinciri
tizerindeki geri besleme yaratma potansiyeli dogal dil isleme modellerinin 6nemini

ortaya ¢ikartyor.

2.2 Tiirkce Metinler Uzerinde Duygu Analizi

Tiirkce metinler iizerinde duygu analizi son zamanlarda oldukc¢a popiilerlesen bir
konu. Bu yonde, ingilizce dilinde gelistirilen pek ¢ok algoritma ve kiitiiphane vardir.
Bu calismada belirtilen eksiklige ithafen aligveris siteleri iizerindeki yorumlar ile bir
makine 6grenmesi modeli egitilecektir. Bu model {iiriin yorumlarinin duygu analizini

yapacaktir. Bu analiz sonuglar1 grafikler halinde bir uygulama ile gosterilecektir.

2.3 Tiirkce Metinler Uzerinde Kategori Analizi

Metinleri duygu agisindan siniflamak her zaman istedigimiz analizleri yapmaya
yetmez. Bu baglamda metinlerin hangi kategori ile ilgili oldugunun belirlenmesi ile

birlikte daha da anlamlanacaktir.

2.4 Makine Ogrenmesi

Makine Ogrenmesi esas olarak 1950’li yillarda bilgisayar biliminin yapay zekada
say1sal 6grenme ve model tanima ¢aligmalarindan gelistirilmis bir alt dalidir. Makine
O0grenmesi yapisal islev olarak Ogrenebilen ve veriler iizerinden tahmin yapabilen
algoritmalarin ¢alisma ve ingalarini arastiran bir sistemdir. Bu tiir algoritmalar statik

program talimatlarin1 harfiyen takip etmek yerine Ornek girislerden veri tabanl



tahminleri ve kararlar gerceklestirebilmek amaciyla bir model insa ederek calisirlar
[9].
Makine 6gremesi 6grenme bi¢imine gore ii¢ baglikta toplanabilir. Bunlar;

* Gozetimli Ogrenme (Supervised Learning)

* Gozetimsiz Ogrenme (Unsupervised Learning)

» Pekistirmeli Ogrenme (Reinforcement learning)
Makine Ogrenmesi ile ¢oziilebilecek problem tiirleri;

* Metin ve Belge Siniflandirmasi
* Dogal Dil isleme
* Bilgisayarli Gorii
* Hesaplamal1 Biyoloji
Makine 68renmesinin bir¢ok uygulama alani var ve bunlara siirekli yenileri ekleniyor.

Isletmelerin makine 6grenmesi projeleriyle elde ettigi en onemli avantajlardan bazilari

sunlardir:

o Icgoriileri ortaya ¢ikarma: Makine 6grenmesi, hem yapilandirilmis hem de yapi-
landirilmamus verilerde desenin tanimlanmasina ve verilerin anlattig1 hikayelerin

belirlenmesine yardimci olabilir.

* Veri biitiinliigiinii gelistirme : Veri madenciligi konusunda oldukca iyi olan makine

ogrenmesi, bunu bir adim ileriye tasiyarak zamanla ozelliklerini gelistirebilir.

 Kullanict deneyimini gelistirme : Uyarlamali arabirimler, hedefli icerikler, sohbet
botlar1 ve sesli sanal yardimcilar, makine Ogrenmesinin miisteri deneyimini

lyilestirmeye nasil yardimei olabilecegini gosteren drneklerdir.

* Risk azaltma : Dolandiricilik taktikleri siirekli olarak degistikce, makine 6grenmesi
de buna ayak uydurur. Makine Ogrenmesi, dolandiricilik denemeleri basarili

olmadan once bunlar1 yakalamak i¢in yeni desenleri izler ve belirler.

6



* Miisteri davraniglarini tahmin etme: Makine 0grenmesi, desen ve davraniglari
belirlemenize yardimci olmak i¢in miisteriyle ilgili verileri arastirip iiriin Onerilerini

tyilestirmenize olanak tanir ve miimkiin olan en iyi miisteri deneyimini saglar.

* Maliyetleri azaltma: Bir makine 6grenmesi uygulamasi, zamandan ve kaynaklar-
dan tasarruf saglayarak ekibinizin en 6nemli seylere odaklanmasina olanak taniyan

stire¢ otomasyonudur. [10]

2.5 Derin Ogrenme ve Yapay Sinir Aglari

Derin 6grenme, dijital sistemlerin yapilandirilmamus, etiketlenmemis verilere dayali
olarak dgrenmesini ve kararlar almasini saglamak iizere yapay sinir aglarin1 kullanan
bir makine 6grenmesi tiirlidiir. [11] Yapay Sinir Aglar1 uygulamalar1 en ¢ok tahmin,
simiflandirma, veri iligkilendirme, veri yorumlama ve veri filtreleme islemlerinde

kullanilmaktadir [12]. Bunlar1 tanimlayacak olursak;

e Tahmin: Bu prensipte ¢alisan yapay sinir aglart girdi degerinden c¢iktilari tahmin

etme iizerine ¢aligir, drnegin altin ons fiyatinin tahmini.

* Veri Filtreleme: Bu dogrultuda kodlanan yapay aglar toplanan veriler arasindan en

ise yarayan verileri kullanir.

e Siniflandirma: Girdi degerlerini smiflandirarak sistemin daha hizli sonuca

varmasina etkide bulunur.

e Veri Yorumlama: Onceden egitilen ag girdilerini analiz eder, bir olay hakkinda bu

girdiler sayesinde yeni yorumlamalar yapabilmektedir.

e Veri Iliskilendirme: Ogrendigi bilgilerle konulari iligkilendirir ve bunun sonucunda

ortaya cikan eksik bilgileri tamamlar.
Derin 6grenme, cesitli alanlarda kullanilir. Ornegin:

* GOriintii, konugsma ve duygu tanima
* Kigisel dijital yardimcilar

¢ Sohbet botlar1



* Siiriiciisiiz araglar

Pek cok cesit sinir ag1 vardir.

2.5.1 Multilayer Perceptron (Cok Katmanh Algilayic)

MLP, yapay sinir aglarinin en basit halidir ve sadece tek bir yapay sinir hiicresinden
olusur. MLP ise 3 veya daha fazla katman ve c¢oklu perceptrona sahip olan
modellerdir. Genellikle dogrusal olmayan aktivasyon fonksiyonlarini (Tanh ve ReLLU
gibi) kullanirlar. Kayip oranini hesaplamak icinse MSE veya Logloss fonksiyonlarini
kullanirlar. Bir katmandaki her diigiim, sonraki katmandaki her diigtime baglanarak ag1

tam olarak birbirine baglar. [13]

Input Hidden Layer Output
Layer Layer

Input #1 —

Input #2 —

Input #3 —

Sekil 2.1 : Multilayer Perceptron
[14]

2.5.2 Convolutional Neural Network

Bir evrigimli sinir ag1 bir veya birden fazla evrisimli katman igerir. Evrisimli
katmanlarda bir filtre gorsel tizerinde gezdirilir. Bu sayede gorseldeki belirli 6zellikler
elde edilir. Ardindan bir feature matrisi elde edilir. Bu matrise Max-Pooling yardimiyla
havuzlama uygulanir ve gorseller daha kiigciik matrislerde saklanir. Bu tekrarlayan
katmanlarin ardindan ise fully-connected katmani sayesinde matrisimiz tek boyutlu bir
vektore doniistiiriiliir. Giiniimiizde Evrigimli Sinir Aglar1 genelde bilgisayarli gorme
alaninda kullanilir. Goriintii siniflandirma, video isleme, otonom araglar gibi pek ¢ok

yerde karsimiza ¢ikar. [13]

2.5.3 Recurrent Neural Network



Sekil 2.2 : CNN Baglanti Katmani
[15]
RNN, ileri beslemeli bir sinir aginin aksine, noronlar arasindaki baglantilarin
yonlendirilmig bir dongii olusturdugu yinelemeli yapay sinir agimin bir ¢esididir.
Yinelenen sinir aglarinda ¢ikt1 sadece mevcut girdilere gore degil, ayn1 zamanda 6nceki
adimin néronunun durumuna da baghdir. Bu bellek, kullanicilarin el yazisin1 tanima

veya konugma tanima gibi dogal dil igsleme sorunlarini ¢cézme de kullanilir. [13]

2.5.4 Long-Short Term Memory

LSTM Aglar, gecici dizileri ve uzun menzilli bagimliliklarin1 geleneksel yinelenen
sinir aglarindan daha dogru modellemek icin tasarlanmis, 6zel bir yinelenen sinir
ag1 mimarisidir. LSTM, tekrar eden bilesenleri i¢cinde aktivasyon islevini kullanmaz,
saklanan degerleri degistirmez. Genellikle, LSTM birkac birimle “bloklar” halinde
uygulanir. Bu bloklar 3 ya da 4 kapiya sahip olur. Ornek vermek gerekirse girdi kapist,

unutma kapisi ve cikis kapisi. [13]
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Sekil 2.3 : LTSM Baglant1 Katmani
[16]
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3. METODOLOJi
Bu boliimde tez calismasinda kullanilan veri seti, metotlar, teknolojiler hakkinda

detayh bilgi verilmektedir.

3.1 Veri Seti

Calilsmada ii¢ farkli veri seti kullanmilmistir. Calismanin duygu analizi kismi icin
internet lizerinden hazir dataset [17] ve e-ticaret sitelerinden scrapping edilerek
toplanmug veriler derlenmistir. Kategori analizi kismi i¢in ise ayni e-ticaret sitelerinden
alinan veriler etiketlenmis ve derlenmistir. Bu veri seti icerisinde yaklasik 80 bin adet
veri vardir. Bu veri setleri igerisinden egitim ve kontrol verileri gruplandirilmistir.
Gruplandirilan veri seti islemeye hazir hale getirilmek i¢in belirli yontemlerle iglenmis
ve egitime hazir hale getirilmistir. Bu islemler icerisinde giiriiltii temizleme, kiigiik
harf doniisiimii, boyut belirleme ve vektorlestirme vardir. Bu islemlerden sonra veri
seti icin duygu analizi i¢in olan kisimda 2500 yorum, kategorilestirme kisminda 1350
yorum kullanilmigtir. Duygu analizi i¢in kullanilan dataset icerisinde olumlu, olumsuz,
notral olarak ii¢ sinif belirlenmistir. Kategori analizi icin ise Performans, Paketleme ve
Gizlilik, Servis, Satici, Fiyat, Kargo olmak iizere alt1 sinif icermektedir. Bu kategoriler

icerisinde dogrulugun artmasi i¢in veri sayisi birbirine en yakin grup belirlenmistir.

Tablo 3.1 : Duygu Analizi Veri kiimesi

Duygu Veri Sayist Egitim Veri Sayis1

Olumlu 47546 1100

Notral 11382 300
Olumsuz 5124 1100

Tablo 3.2 : Kategori Analizi Veri kiimesi

Kategori Veri Sayisi Egitim Veri Sayisi
Performans 49689 500
Kargo 13470 500
Fiyat 8136 500
Satict 5649 500
Servis 236 150
Paketleme ve Gizlilik 6939 500
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3.2 On Isleme

Veri setinin islenebilmesi veya bir model egitilmesi i¢in bir dizi islemden gecirilmesi
gerekir. Bu nedenle model iizerinde calisilmadan ©nce bazi islemler yapilmasi

gereklidir.

3.2.1 Giiriiltia Temizleme

Bu asamada metin i¢inde yer alan noktalama isaretleri metinden atilir. Metinden
atilmas1 gereken diger grup ise Ingilizcede “Stop Words” olarak bilinen eklerdir.
Tiirkcede faydasiz kelimeler olarak adlandirilan bagla¢ gurubu bu ekler 6grenme
modelinin egitiminde etkisi olmadig1 icin iglem giiciiniin gereksiz kullanilmamasi

amaciyla metinden atilir.

3.2.2 Doniisiim Islemleri

Veri setinde biiyiik/kiiclik harfler oldukca yogun bir sekilde mevcuttu. Verilerin
egitimden Once sayisallastirllmasinda hatali gosterime neden olacagi ve modelin
basarimi kot yonde etkileyece8i i¢in tiim metin genel olarak kiiciik harflere

dontistiiriiliir.

3.2.3 Boyut Secimi

Verilerin boyutlar1 web sitelerinden alindig: sekliyle farkli kisiler tarafindan yazildig:
icin oldukga farkliydi. Bu verilerin sep token’lar1 ile belirlenmis bir uzunluga esit

olmasi saglanir.

3.2.4 Dil ve Emoji Tespiti

Veriler igerisinde farkli dillerde girilen ve ya emojiler ile birlikte yapilan yorumlar
modelin egitiminde olumsuz etkilere sahip olabileceginden temizlenerek dengeli ve
anlaml bir veri seti olusturulur. Bu temizleme islemi metnin dilini ¢6ziimleyebilen
onceden hazirlanmis bir Dil Tanimlama modeli kullanilarak yapildi. Emojiler ise metin

icerisinde tespit edilip bos karakterle degistirilmistir.
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3.3 Model secimi

Literatiirde, metin tahminleme problemi icin kullanilan cesitli algoritmalar bu-
lunmaktadir. Bunlardan biiyiik cogunlugu derin O8renme ve yapay sinir agi
yontemleridir. Bu yontemlerle gelistirilen modellere alternatif olarak bu projede
gerceklestirilmek istenen modellerin gerek uygulama kolayligi gerek basarim oranlari
sebebiyle Transformer yardimiyla gelistirilmesine karar verilmistir. Bu nedenle
Google tarafindan agik kaynak kodlu olarak paylasilan transformer modiilii olan BERT

kullanilmasina karar verilmistir.

3.3.1 Transformerlar

Transformer, girdi verilerinin her bir boliimiiniin nemini farkl sekilde agirliklandiran,
dikkat mekanizmasint benimseyen derin bir Ogrenme modelidi. NLP ve CV

alanlarinda kullanilir. [18]

RNN gibi, transformatorler de ceviri ve metin Ozetleme gibi gorevlere yonelik
uygulamalarla dogal dil gibi sirali girig verilerini igslemek icin tasarlanmistir. Ancak,
RNN’lerin aksine, transformatorler tiim girdiyi bir kerede igler. Dikkat mekanizmasi,
giris dizisindeki herhangi bir pozisyon icin baglam saglar. Ornegin, giris verileri dogal
bir dil cimlesiyse, transformatoriin her seferinde bir kelimeyi islemesi gerekmez. Bu,
RNN’lerden daha fazla paralellesmeye izin verir ve bu nedenle egitim siirelerini azaltir.

[19]

Transformerlar, 2017 yilinda Google Brain’deki bir ekip tarafindan tanitildi ve LSTM
gibi RNN modellerinin yerini alarak NLP sorunlar1 i¢in giderek daha fazla tercih
edilen model haline geliyor. Ek egitim paralellestirmesi, daha biiyiik veri kiimeleri
tizerinde egitime izin verir. Bu, Wikipedia Corpus ve Common Crawl] gibi biiyiik dil
veri kiimeleriyle egitilmis ve belirli gorevler i¢in ince ayar yapabilen BERT ve GPT

gibi dnceden egitilmis sistemlerin gelistirilmesine yol acti. [20] [21]

3.3.1.1 Transformer Mimarisi

Dil modelleri 6zetle verilen bir metinde maskelenmis kelimeleri tahmin etmeye calisan
yapilardir. Maskelenen veri tek bir kelime olabilecegi gibi bir ciimle de olabilmektedir.
2017 yilinda Vaswani tarafindan [19] Onerilen ve transformer olarak bilinen dikkat

mekanizmasi dil modeli metin siniflandirma, makine cevirisi ve metin 6zetleme gibi
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dogal dil isleme uygulamalarinda o ana kadar ki en yiiksek puanlar1 elde etmistir.
Transformer mimarisi genel olarak encoder ve decoder olmak {iizere iki ayr1 agdan
olusur. Encoder katmanlarinin ¢ikislar1 decoder katmanlarina giris olarak verilir. Ag
n adet giris alir ve n adet cikig iiretir. Girig verisinden hangi veriye daha fazla
dikkat edilmesi gerektigini bulmaya caligir. Mimari genel olarak su sekilde c¢alisir:
Giris olarak kelime embeding vektorlerini alir ve kelimelerin ciimle i¢cindeki pozisyon
bilgilerini olusturur. Bir sonraki katmanda hangi kelimeye dikkatin artmas1 gerektigini
hesaplayabilmek i¢in ¢cok baglikli dikkat mekanizmasim kullanilir. Burada giristeki
her bir kelime icin query, key ve value vektorleri hesaplanir. Dikkat mekanizmasindan
sonra giris vektorii eklenir ve normalizasyon igslemi yapilir. Sonraki katmanda tam
bagh sinir a1 ile c¢ikis iiretilir. Bir onceki katmanda oldugu gibi bu katmanin girisi

de cikisina eklenir ve normalizasyon iglemi yapilir [22]

3.3.2 BERT Modeli

BERT, NLP ic¢in acik kaynakli bir makine 6grenimi cercevesidir. BERT, dnceden
egitilmis, acik kaynak kodlu bir NLP modeline dayanir. Her kelimenin ciimledeki
diger kelimelerle olan iligkisini anlamaya calisir. Sagdan sola, soldan saga giden
yiizeysel cift yonlii bir dil islemesinin tersine daha karmagik maskeli dil modeli
kullanir. Bu modelin egitilmesi i¢in cok biiyiik miktarlarda veriler kullanildi. Bu

verinin gelistirilmesi Transformer mimarisi sayesinde miimkiin hale geldi.

Herhangi bir NLP tekniginin amaci, insan dilini dogal olarak konusuldugu gibi
anlamaktir. Bunu yapmak i¢in, modellerin tipik olarak biiyiik bir 6zel, etiketli egitim
verisi kullanarak egitim almalar1 gerekir. Klasik yontemler dilbilimciler tarafindan

verilerin tek tek etiketlemesini gerektirir.

BERT, etiketlenmemis, diiz metinli bir arsiv (Vikipedi’nin tamami) kullamilarak
onceden egitilmistir. Etiketlenmemis metinden denetimsiz O68renme ve pratik
uygulamalarda (Google arama) kullanilsa bile gelismeye devam ediyor. BERT, siirekli
biiyiiyen aranabilir icerik ve sorgu modeline uyum saglayabilir ve kullanicinin 6zellik
ve isteklerine gore ince ayar yapabilir. On egitimli Bert dil modelinin son katmanindan
sonra ek katmanlarla farkli gorevler icin ince ayar yapilabilmektedir. Ornegin 2’li bir
siniflandirma yapmak i¢in tek hiicreli bir sinir ag1 veya soru cevap sistemi gelistirmek

icin ciimle boyutunda bir katman eklenmesi yeterlidir. [22]
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4. UYGULAMA
Calismanin analiz kisminda modellerin ¢iktilarin1 gorebilmek ve kullanici tarafinda

anlagilabilir veriler elde edebilmek i¢in bir web projesi gelistirilmistir. Bu web
projesinde veriler grafikler halinde gosterilmistir. Markalar bazinda iiriinlere alinan
olumlu veya olumsuz yorumlar listelenmistir. Uriinler hakkindaki yorumlarin

kategorileri markalara gore grafikler halinde listelenmistir.

4.1 Web Projesi

Bu proje Python yazilim dilinin 3.10.7 versiyonunda bir web gelistirme kiitiiphanesi

olan Django Framework iizerinde gelistirildi.

Proje ii¢ alt paketten olusuyor:

4.1.1 Sentiment Paketi

Yorumlarin duygu analizi tahminlerini yapan kodlarin bulundugu paket burasidir.
Bir metnin duygu yorumlamasini yapmak icin gelistirilen tahminleme sayfasinda

verilen alana girilen metnin model ¢iktilart yine ayni ekran iizerinde verilmektedir.

Commentarium AnaSayfa Uriinler  Duygu Analizi ~  Kategori Analizi ~

Duygu Analizi Tahminleme

Girilen Yorum : Uriin Gok Basaril1. Bu Saticiy1 Tekrar Tercih Edecegim.
Uriin Kategorisi : POSITIVE
Maksimu

nsor([0.9998])

Oranlar : {'negative': 5, neutral': 0, 1756792, ‘positive’:
0.9997618794441223}

Sekil 4.1 : Duygu Analizi Tahminleme Sayfasi
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Tiim yorumlar icerisindeki yorumlarm Olumlu, Nétral ve Olumsuz olarak

dagiliminm gosteren analizler bu paket altinda bulunuyor.

Commentarium AnaSayfa Uriinler  Duygu Analizi v  Kategori Analizi ~

Yorumlarin Duygusal Analizi

Yorumlanin Duygusal Dagihmi

Sekil 4.2 : Yorumlarin Duygulara Gére Dagilimi

Duygu analizi yapilan yorumlarin marka bazinda gosterimi yine bu paket altinda

yapilmugtir.

Markalara Gére Olumlu Yorumlar

Sekil 4.3 : Marka Bazinda Duygu Analizi

4.1.2 Sub Category Paketi

Yorumlarin kategori analizi tahminlerini yapan kodlarin bulundugu paket Sub Cate-

gory paketidir. Bir metnin kategorilendirmesini yapmak i¢in gelistirilen tahminleme
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sayfasinda verilen alana girilen metnin model ¢iktilar1 yine ayni ekran iizerinde

gosterilmektedir.

Commentarium AnaSayfa Uriinler  Duygu Analizi ~  Kategori Analizi ~

Kategori Tahminleme PREDICT

Girilen Yorum : Fiyati Normalden Daha Yiiksek. Daha Uygun Fiyath Olmasimi Beklerdim.

Uriin Kategorisi : FIYAT
Maksimum : tensor([[0.0716, 0.0619, 0.0000, 0.0000, 3.4004, 0.0000]], grad_fn=<ReluBackwardo>)

Oranlar : [{3.400439500808716: 'Fiyat'}]

Sekil 4.4 : Kategori Analizi Tahminleme Sayfas1

Tim yorumlar icerisindeki yorumlarin dagilimini gosteren analizler bu paket

altinda bulunuyor.

Commentarium AnaSayfa Uriinler  Duygu Analizi v  Kategori Analizi v

Alt Kategori Analizi

ns F\yst‘ Satier [pakeuemeve Gizllik || Servis H Kargo

Kategori Bazinda Yorum Dagilimi

I Oriin Performans Paketleme ve Gizlilk Satic I Kargo NN Fiyat Servis

Sekil 4.5 : Yorumlarin Kategorilere Gore Dagilimi

Duygu analizi yapilan yorumlarin marka bazinda gosterimi yine bu paket altinda

yapilmugtir.
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Duygu Analizi

Performans Kategorisi Tiim Kategoriler J Fiyat | [ Sanct ” Paketleme ve Gizlilik |[ Servis H Kargo ‘
Performans Bazinda Yorum Dagilim:
[ Maybeline Ouracell N Arzur N Philis Garrier NN Eiseve NN Durex NN Solo NN Seipok NN Vect NN Aptari Familia
N Okey NEEEM Atnmarka EEEEEN NYX Professional [l Teno NN Bebelac Gold [N Veste! NENEN SMA Fakir Bebeiac M Hipp NN Missha NN Procsin I Papia
[y Bosch NI Uker Gikolata Nestle 1927 N Maylo Samsung Beko I Humana Sofia. N Dermirdskim MR New Essentils I Knorr
I Cave NN Profio I Siemens Airfel Evohia Komili NN LG NN Miupa NN Nestie Kikat Yovam NN Ovalette Papiion OBAmis

N Aviogly NN WMF NN Daikin NN Simiac NN Botanicals Heinz [N Star

v

Sekil 4.6 : Marka Bazinda Kategori Analizi

4.1.3 TestDb Paketi

Projenin ana sayfasi ve scrap edilen iiriinlerin gosterildigi sayfalar bu pakette
bulunuyor. Ayni1 zamanda database tablolarinin django tarafinda karsilig1 olan modeller
burada bulunuyor. Ayrica database’e excel lizerinden veri kaydetmek ve web tarafindan
tirtin yorumlarim1 ¢ekmek icin yine bu paket kullaniliyor. Kisaca projenin iizerine
kuruldugu paket olarak kabul edebiliriz. Tiim yorumlar1 iiriin ismi, magaza, marka,

puan ve model tarafindan doldurulan sentiment ve subcategory kolonlari ile beraber bu

sayfada gorebilliriz.

1a Uriin fsmi Magaza Puan Yorum Sentiment Sub Category
144170 Selpak Pudral Kokulu Tuvalet Kagid: 32 adet i com 10  Zoraki degerlendirme yaptif icin tek yildiz verdim. Yoksa iiriin giizel Notr Uriin
Performans
144177 Veet Pure Yiiz Sir Agda Band: 20 adet Hepsiburada 5.0  Zincir magazalarda tkutusuna 69t demislerd, firmanin kart: varsa fiyats. Ayn firiin, higbir farkiyok. ~ Olumlu  Uriin
Gayet memnunum. Performans,
Fiyat
144194  Loreal Degerli Gicekler Tonik Hassas 400 ml Trendyol 5.0  Zaten siirekli kullandifim bi iiriin memnunum Olumlu Uriin
Performans
144185  Veet Sir Ada Bandi Hassas Ciltler 40+40 adet Trendyol 50  zatenveetkalitesi biliniyor gayet giizel indirimden de uygun fiyata almistim. Olumlu  Uriin
Performans,
Fiyat
144223  Loreal Glow Cherie Isilt Veren Renkli irici Medium i 0.0 Zaten kullandigim bir i tekrar aldim cildinize parlaklik isilt veriyor. Satici da hemen kargoyapti ~ Olumlu  Kargo, Satict
Glow tesekkurler ve paketlemesi cok iyiydi koruma bandi vardi uzerlerinde.
144195 Solo Tuvalet Kagad: 32 adet hepsiburada.com 0.0 Zaten siirekli kullandigim bir iiriin az yaprakla daha hijyen elde pargalanip dagilmuyor gevremdeki Olumlu  Uriin
insanlara giivenle tavsiye ediyorum Performans
144196 Solo Tuvalet Kagad: 32 adet hepsiburada.com 5.0  Zaten siirekli kullandigim bir iriin az yaprakla daha hijyen elde parcalanip dagilmuyor cevremdeki Olumlu  Uriin
insanlara giivenle tavsiye ediyorum Performans
144197 Solo Tuvalet Kagad: 32 adet hepsiburada.com 5.0 Zaten siirekli kullandigim bir iiriin az yaprakla daha hijyen elde pargalanip dagilmuyor gevremdeki Olumlu Uriin
insanlara giivenle tavsiye ediyorum Performans
144174 Maybelline Lash Sensational Yelpaze Etkili Suya Dayamkli  Trendyol 5.0  Zor cikiyor gayet iyi Olumlu Uriin
Siyah Maskara Performans
144184 Maybelline Affinitone Fonditen 24 Golden Beige Trendyol 50  Zatenyllardir kullandigim bir fonddten ok kaliteli @ Olumlu  Uriin
Performans
144189 Loreal Infaillible 24H Matte Cover Yiiksek Kapatict Fondéten  Trendyol 5.0  Zatensiirekli kullandigm firiindii, hizh kargo sorunsuz teslimat. Tegekkiirler Olmlu  Kargo,
110 Rose Vanilla Paketleme ve
Gizilik,
Teslimat ve
Kurulum

Sekil 4.7 : Uriinler ve Yorumlar Sayfasi
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Projenin ana sayfasinda projede elde edilen verilerle ilgili bir projeksiyon
olusturulmusgtur. Bu sayfada e-ticaret platformlari icin toplanan iiriin yorum sayilari,
kategoriler bazinda kac adet yorum toplandigi, markalara bazinda en ¢ok yorum
alan markalar, en ¢ok olumlu ve olumsuz yorum alan markalar ve en cok yazilan

yorumlar gosterilmistir.

Commentarium AnaSayfa Urinler  Duygu Analizi ~  Kategori Analizi ~

Majtazalar Bazinda Yorum Sayilar: Kategori Bazinda Yorum Sayilari:
01Trendyol : 31731 01Elektronik : 11529
02Hepsiburada : 19415 02Kozmetik : 10143
03N11:1801 03Kagit: 8917
04Amazon : 767 04Yiiz Bakimi : 7246
05Gittigidiyor : 95 05Ev : 7097
06Toplam : 64051 06Devam Silti Toz : 6739

07Cinsel Saglik : 5103
08Sag Bakimi : 2770
09Kuvertir Gikolata : 2070
10Deodorant : 476

En Cok Yazilan 10 Yorum: En Cok Yorum Yazilan 10 Marka:
01Gok giizel : 42 OfLoreal : 7448
02Giizel iriin : 41 02Duracell : 7209
03Giizel : 41 03Maybelline : 6809
04Tesekkirler : 30 04Arzum : 5457
O5Harika : 26 05Philips : 3409
06Gayet giizel : 23 06Aptamil : 2728
07Gok iyi: 20 07Solo : 2583
08Siper: 18 08Garier : 2533
odlyi: 17 09Elseve : 2396
10Gok memnunum : 14 10Durex : 2274

En Gok Olumlu Yorum Yazlan 3

01Duracell : 5536 O1Loreal : 680
02Loreal : 5161 02Duracell : 657
03Maybelline : 4830 03Maybelline : 648

Sekil 4.8 : Proje ile Ilgili Genel Bir Projeksiyon

4.2 Database

Veritaban PostgreSQL {iizerinde iligkisel olarak gelistirildi. Pek ¢ok tablodan olugan
database product, brand, seller, store, comment ve django i¢in 6zellestirilmis tablo-
lardan olugsmaktadir. E-ticaret sitelerinden toplanan veriler database talolarina iliskisel
olarak yazildiktan sonra calistirilan job duygu ve kategori analizlerini yaptiktan sonra

comment tablosundaki sentiment ve subcategory kolonlarini dolduruyor.
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Sekil 4.9 : Projede Kullanilan iliskisel Veritaban1 ER Diyagrami

20



5. SONUCLAR VE DEGERLENDIRME

5.1 Uygulama

Calismada, cesitli veri setleri kullanilarak tiirkce metinler iizerinde NLP ve makine
O0grenmesi yontemleri test edilmigstir. Veri setini model egitimine hazirlamak icin
giiriiltii temizleme, kiigiik harf doniisiimii, boyut belirleme ve vektorlestirme, verilerin
normalizasyonu, yeni Ozniteliklerin eklenmesi gibi 6n islemler yapilmistir. Bu
islemler sonucunda tahminleme yapabilecek modeller BERT Transformer kullanilarak

egitilmigtir. EZitilmis modeller gelistirilen bir web projesi lizerinde gercek veriler ile

test edilmis ve gosterilmistir.

5.2 Sonuclar

Calismanin sonuglari iki baslik altinda incelenecektir. Bunlar;

+ Makine Ogrenimi Modeli Sonuclar1

* Web Projesi Ciktilar1 ve Analizler

5.2.1 Makine Ogrenimi Modeli Sonuclar

Yorumlarin duygu analizi tahminlerini yapan kodlarin bulundugu paket burasidir. Bir
metnin duygu yorumlamasini yapmak icin gelistirilen tahminleme sayfasinda verilen

alana girilen metnin model ¢iktilar1 yine ayni ekran iizerinde verilmektedir.

Training Loss

08

06

Loss

04

02

1

2
Epoch

3

Sekil 5.1 : Train Loss Sonuglari
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Sekil 5.1’de modele ait sonuglar goriilmektedir. Burada Train Loss azalisi bize
modelin egitim derecesini gosteriyor. Bu model i¢in. Epoch sayis1 5 olarak belirlendi.
Daha yiiksek epoch sayist ile calisilan modellerde grafigin bir siire sonra sifirdan
uzaklastigini goriiriiz. Bu bize modelin 6grenmek yerine ezberledigini gosterebilir. Ve
bu durumda daha farkli veri setleri ile ¢alisildig1 zaman basarisiz sonuglarla karsilagma

olasilig artar. Bu grafik bize epoch sayisini dogru se¢gmemiz icin yardimei olur.

Fiyat Kargo Paketleme ve Gizlilik Satici Servis Uriin Performans accuracy macro avg weighted avg

precision 0.913907 0.845833 0.817276 0.830247 0.75 0.776471  0.841909 0.822289 0.841124
recall 0.941980 0.867521 0.842466 0.786550 0.75 0.750000 0.841909 0.823086 0.841909

fi1-score 0.927731 0.856540 0.829680 0.807808 0.75 0.763006  0.841909 0.822461 0.841224

support  293.000000 234.000000 292.000000 342.000000 4.00 176.000000 0.841909 1341.000000 1341.000000

Sekil 5.2 : Kategori Analizi Precision, Recall, F1-Score Sonuglari

100
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Sekil 5.3 : Kategori Analizi Precision, Recall, F1-Score Grafik

Sekil 5.4’de goriildiigii gibi duygu analizinde yiiksek bir basar1 oram yakaladik.
Bunun en 6nemli sebebi veri setinin egitime uygun standartlarda olmasidir. Veri
setinin hazir olarak alinmas1 ve BERT transformer basarimi ile birlesince yliksek
basarimli bir model ortaya ¢ikmistir. Kategori analizinde veri setinin standartlara

yeterinve uygun olmamasi ve yeterince iyi etiketlenememis olmasi basarimi
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oldukca diisirmiistiir. Fakat yine de fazla 6grenmeye kapilmadan kullaniciy: tatmin

edecek sonuglar vermektedir.

Negative Positive accuracy macro avg weighted avg
precision 0.92 0.96 0.94 0.94 0.94
recall 0.95 0.93 0.94 0.94 0.94
fi-score 0.94 0.94 0.94 0.94 0.94

Sekil 5.4 : Duygu Analizi Precision, Recall, F1-Score Grafik

5.2.2 Web Projesi Ciktilar1 ve Analizler

Gelistirilen web projesi ii¢ alt paketten olugsmantadir. Python Django web gelistirme
kiitiiphanesinde Model-View-Template yapisi iizerinden tiim alt paketlerin gelistirmesi
ve PostgreSQL database ile entegre edilmesi saglanmigtir. Hizli ve son kullaniciya
hitap eden arayiiz tasarimi gelistirilmistir. Duygu analizi ve Kategori analizi
modellerinin bulundugu paketler gelistirilerek yeni ekranlar tasarlanip son kullanicinin
kullanimina siiriilebilir. Ayrica yeni paketlerin gelistirilmesi ve projeye yeni
modiillerin eklenmesi Django framework yapisi nedeniyle ¢ok kolay bir sekilde

yapilabilmektedir.

5.3 Genel Degerlendirme

Analizler sonucunda E-Ticaret siteleri iizerindeki yorumlarin duygu analizi modeli ile
tahminlenmesi ~ %94 dogruluk oraniyla; kategori analizi modeli ile tahminlenmesi ~
%84 dogruluk oraniyla gerceklestirilmigtir. Bu proje gelistirilecek modiillerle beraber,

miisteri memnuniyeti gdzeten is ¢evreleri icin biiyiik bir rehber niteligi tasiyabilir.

5.4 Tartisma

Calisma sonucunda, dil modellerinin egitiminin Transformer’lar ile hizli ve yiiksek
basar1 oranlari ile gerceklestirilebildigi goriilmiistiir. Kisith veri setleriyle yapilan bu
calisma, kullanici yorumlarim giinliik olarak toplayip model ciktilarimi kullaniciya
anlik gosteren bir uygulama haline getirildigi zaman gercek basarisin1 gosterecektir.

Veri setinin secildigi kategoriler disindaki iiriinlerin de oldugu gz Oniinde

23



bulunduruldugunda; daha dengeli ve kapsamli bir veri seti ile yapilacak calismada
modellerin giinliik hayattaki basarimi artacaktir. Model belirli bir siire kullanilip
veriler alindik¢a basarim oranlar1 ve analiz verisi olarak kullanilma kapasitesi daha

net anlasilabilecektir.
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